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Abstract  

Coronavirus is a respiratory disease caused by coronavirus 2 acute respiratory syndrome. 

Forecasting the number of new cases and deaths can be an efficient step towards predicting 

costs and providing timely and sufficient facilities needed in the future. The goal of the 

current study is to accurately formulate and predict new cases and mortality in the future. 

Nine prediction models are tested on the Coronavirus data of Yazd province as a case 

study. Due to the evaluation criteria of root mean square error (RMSE), mean square error 

(MSE), mean absolute percentage error (MAPE), and mean absolute value of error (MAE), 

the models are compared. The analysis results emphasize that, according to the mentioned 

evaluation criteria, the KNN regression model and the BATS model are the best models 

for predicting the cumulative cases of hospitalization of Coronavirus and the cumulative 

cases of death, respectively. Moreover, for both hospitalization and death cases, the 

autoregressive neural network model has the worst performance among other 

formulations. 
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Introduction 

 

Covid-19, or Coronavirus disease 2019, also called as Acute Respiratory Disease 2019-nCoV 

or commonly Corona, respiratory disease caused by acute respiratory syndrome of coronavirus-

2 or SARS-CoV-2. For the first time, the virus was recognized in December 2019, and 

laboratory research showed that it is a new strain of Coronaviruses. A group of patients infected 

with this virus showed a new form of viral infection pneumonia. All patients also had a similar 

history of visiting a beet market in Wuhan, China. The usual symptoms are cough, fever, loss 

of smell, and shortness of breath. Phlegm production, muscle pain, nausea, sore throat, and red 

eyes are among its less common symptoms [1]. On March 11, 2020, the World Health 

Organization (WHO) pronounced the outbreak of the modern Coronavirus (NCOV-2019) as a 
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worldwide viral disease pandemic. Since the outbreak of this disease was declared as an 

epidemic, many countries in the world have been severely affected by the disease of the 

Coronavirus, and many preventive measures have been considered, including quarantine, 

wearing masks, rapid tests for the diagnosis of the Corona, keeping distance. Social, and self-

quarantine by countries to avoid the spread of the epidemic disease of Coronavirus is being 

implemented. Despite these measures, Covid-19 is spreading rapidly due to various reasons 

such as population density, lifestyle, world travel, and the emergence of new strains of this 

virus. Accordingly, it affects on human wellbeing and the worldwide economy. 

Preparing and controlling the spread of infectious respiratory diseases such as Covid-19 

requires careful planning and policies. Modeling, estimating, and predicting the spread of 

viruses and epidemiological characteristics are essential in on time providing the equipment 

needed to control and reduce their consequences. To have efficient planning, it is very vital to 

predict the critical indicators in the future. Therefore, formulating and forecasting the number 

of authenticated instances of Coronavirus, recoveries, as well as deaths, play a critical role in 

efficient planning to control the spread of Coronavirus in the world. 

Various statistical formulations have been presented for predicting some future cases and 

predicting the behavior of infectious diseases within the close future, as well as predicting some 

Coronavirus cases in the future [2]. To predict typhoid fever, Zhang et al. [3] applied the 

seasonal integrated moving average (SARIMA), and three various formulations derived from 

neural networks, including: radial function neural networks (RBFNN), back propagation neural 

networks (BPNN), and element recurrent neural networks (ERNN). Moreover, Chen et al. [4] 

predicted the prevalence of influenza in rural and urban regions of Shenyang by applying the 

SARIMA. Their research results have been utilized as an authentic report for future influenza 

abatement and control strategies. Other studies have similarly used autoregressive integrated 

moving average (ARIMA) models to predict pestiferous diseases such as tuberculosis, dengue 

fever, and malaria [2-4]. 

Ceylon [5] applied ARIMA models to forecast the epidemiological behavior of the spread of 

Coronavirus in Spain, Italy, and Europe. In their research, several ARIMA models with several 

parameters were selected for countries due to the mean absolute error (MAPE) evaluation 

criteria. Lotfi and Burko [6] used the ARIMA at the European Center for Control and Prevention 

(ECDC) to determine the number of authenticated cases and mortality of Covid-19. Tanden et 

al. [7] applied the ARIMA to predict the cases of Coronavirus in India. Their study represented 

an upward behavior of Covid-19 instances in the near future days, and time series investigation 

also showed a non-linear growth in several cases. Based on Italian epidemiological information 

at the regional and national level, Perron [8] presented an ARIMA to predict the epidemic 

behavior during the weeks after April 4, 2020 (more than 6 weeks). Its outcomes emphasized 

that the number of Coronavirus cases in some regions in Italy would level off on the 8th week. 

Several studies have provided short-time forecasting of the Coronavirus epidemic by 

applying machine learning methods in addition SARIMA models. Ghasal et al. [9] applied 

multiple linear regression and linear regression techniques to forecast the number of casualties 

in India for 40 days. They report that the death toll in India will double if preventive measures 

against Covid-19 are not implemented or changed. Parbat and Chakraborty [10] used support 

vector regression to predict the number of Coronavirus instances in India for 60 days due to 

time series data reported from 1th March 2020 to 30th April 2020. Their results emphasize that 

the support vector regression has a precision of about 97% in predicting instances of loss, 

cumulative confirmed cases, and recovered cases. Antonio Nimoli [11] has used heterogeneous 

autoregressive (HAR) to predict the cases of Coronavirus in Italy due to reported time series 

data. Their results show that the HAR model is more precise than the ARIMA models in 

predicting the instances of Coronavirus. Kibria et al. [12] have applied an ARIMA to predict 

the expected daily number of Coronavirus instances in Bangladesh due to data between April 
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20th, 2021, and July 4th, 2021. ARIMA represent the best outcomes among several 

implemented techniques compared to the autoregressive (AR), moving average (MA), and 

ARMA models. Khan and Gupta [13] have used a univariate time series technique to estimate 

the number of Coronavirus infected instances which can be expected in the coming weeks in 

India. They implemented an ARIMA on data obtained between January 31th, 2020, and March 

25 th, 2020, and evaluated it by applying data obtained between March 26th, 2020, and April 4 

th, 2020. They utilized this method to predict daily instances of coronavirus for the next 50 days 

without any extra intermediation. The outcomes represented a growing trend in the forecasted 

and actual number of Covid-19 instances by about 10000 instances per week, due to data 

available as of April 4th, 2020. Chowdhury et al. [14] applied the third-wave Coronavirus data 

set, that includes almost three-month recordings of authenticated instances, by applying short-

term memory (LSTM) networks and an adaptive neural fuzzy inference system to forecast new 

instances of Coronavirus in Bangladesh. The results of both methods were compared, and it 

was found that LSTM showed more satisfactory results. Al-Assafi et al. [15] proposed a public 

dataset provided by the ECDC to develop a prediction system for the propagation of the 

Coronavirus outbreak in Malaysia, Morocco, and Saudi Arabia. For this purpose, some deep 

learning (DL) was applied to forecast the behavior of the propagation of Coronavirus in these 

three countries. In a study, Chayoun et al. [16] proposed the ARIMA to analyze the global 

spread of Coronavirus between January 22th, 2020, and April 7th, 2020. According to several 

statistical techniques such as machine learning, time series, and ensemble learning, Nair et al. 

[17] analyze the predict of cumulative authenticated instances of Coronavirus deaths in India. 

ARIMA model, exponential smoothing, and Holt-Winters in time series, random forest 

regression in ensemble learning (EL), linear regression (LR) and support vector regression in 

machine learning (ML) are executed for forecasting. The accuracy of the trained methods is 

figured out due to criteria such as RMSE, MSE, MAE, and MAPE. 

In order to forecast the number of dead and infected patients in the future, Mokhaires and 

Alaf [18] used short-term predicting models to predict the number of deaths and infected in the 

near future. Predicting was done by applying the ARIMA model, combined ARIMA, 

exponential smoothing, and Holt-Winters with a time value equal to 57. By figuring out the 

tested models due to MAPE, they found that the exponential smoothing is an efficient prediction 

algorithm for predicting improved cases with an average absolute error of 2.66% and for 

predicting confirmed cases with an average absolute error of 1.77%. Holt-Winters, the best 

algorithm for predicting mortality cases with MAPE equal to 5.33%. Prajapati et al. [19] of 

predicting algorithms for the total cumulative instances of each country by comparing the 

predicted value and the reported data and then sorting the models (Prophet, LSTM, Holt-

Winters, ARIMA-NARNN, ARIMA) due to MAE, RMSE, and MAPE values. They are done. 

The combination of Non-linear Autoregressive Neural Network (NARNN) and ARIMA models 

provided the most efficient result among the selected algorithms with simplified RMSE, which 

was approximately 33.5% better than one of the most common time series forecasting methods 

(ARIMA). In another study conducted in 2022, Li et al. [20] chose Britain, South Africa, Brazil, 

and Nigeria as research samples. Their analyzed data set spanned from March 1, 2020, to 

January 31, 2021. Their study applied the ARIMA to forecast the propagation of the 

Coronavirus in the mentioned countries. Chung et al. [21] developed a deep learning algorithm 

to recognize Coronavirus before appearing symptoms by applying the heart rate (HR) data in a 

smartwatch. They obtained that their developed deep learning algorithm can simply and literally 

recognize Coronavirus patients by applying HRs found from a smartwatch before appearing 

symptoms.  

In the current research, it is planned to collect the authenticated cumulative instances and 

deaths of Coronavirus in Yazd province (in Iran) as a case study from 02/26/2020 to 12/19/2021 

(Data obtained from the Ministry of Health and Treatment of the country). Several models are 
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examined, and the best future prediction model is selected. Machine learning and statistical 

models selected for evaluation include exponential smoothing (ETS), autoregressive integrated 

moving average (ARIMA), Holt-Winter, KNN regression, Theta, and autoregressive neural 

network (ARNN) models, cubic spline smoothing (CSS), STL method, and BATS method. 

Also, the selection evaluation criteria for choosing the most suitable model include mean 

absolute error (MAE), mean absolute error percentage (MAPE), root mean square error 

(RMSE), and mean square error (MSE). 

The rest of the paper is organized as follows: Section 2 describes selected statistical and 

machine learning models and their analytical tools and evaluation criteria. In section 3, the 

model parameter selection and optimization method are brought up, considering time series 

analysis, cumulative authenticated instances, and cumulative mortality in Yazd province as a 

case study. Section 4 shows the analysis results of the present work. Finally, Section 5 is related 

to the conclusion and future suggestions. 

 

Statistical models 

 

To create a 14-day prediction of cumulative instances of Coronavirus for Yazd province, the 

current study ARIMA, ETS, Holt-Winters, KNN regression, Theta, autoregressive neural 

network (ARNN), cubic spline smoothing (CSS), the STL, and the BATS statistical models. To 

have a statistically significant prediction from time series data, 30 observations can be sufficient 

as minimum required sample size [22].  

Time series data can be represented as a sequence of numerical values for which a time label 

is specified for each numerical value [23]. So, it is a collection of observations arranged by time 

(or any other quantity). Usually, it is displayed as 𝑋𝑡1 , 𝑋𝑡2 , … , 𝑋𝑡𝑛. In classical discussions, time 

series data are categorized into two classes: non-stationary and stationary data. Non-stationary 

time series data have patterns known as seasonality. In contrast, stationary time series data have 

no pattern over time. Accordingly, the mean and variance of non-stationary data are variable 

over time. 

 

Autoregressive integrated moving average (ARIMA) process 

For the first time, in 1976, Box and Jenkins introduced the ARIMA(p,d,q) model [24]. This 

model is applied to predict non-seasonal stationary data. ARIMA series or autoregressive 

integrated moving average is ARMA series with the trends. So instead of somehow removing 

the trend and using the same conventional methods for the ARMA series, we use the ARIMA 

model simultaneously. Accordingly, a time series that becomes an ARMA(p,q) time series after 

d differentiation is known as an ARIMA(p,d,q). The general pattern of ARIMA is shown in 

equation (1): 
 

0( )(1 ) ( )d

p t q tB B Z B a  − = +  (1) 

 

where AR operator is stationary 𝝋𝒑(𝑩) = (𝟏 − 𝝋𝟏𝑩−⋯−𝝋𝒑𝑩
𝒑) and MA operator is invertible 

𝜽𝒒(𝑩) = (𝟏 − 𝜽𝟏𝑩 −⋯− 𝜽𝒒𝑩
𝒒). The parameter θ0 can be very different for d>0 and d=0. 

 

Seasonal Integrated Moving Average Autoregressive Process (SARIMA) 

The well-known collective seasonal ARIMA model of Box and Jenkins is defined as 

relations (2) to (7): 
 

: ( ) ( )(1 ) (1 ) ( ) ( )s d s D s

P p t q Q tSARIMA B B B B Z B B a   − − =  (2) 

: ( )(1 ) ( )d

p t q tARIMA B B Z B a − =  (3) 

1 2

2( ) 1 ...s s Ps

P P

sB B B B   = − − − −  (4) 
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1 2

2( ) 1 ...s s Qss

Q QB B B B   = − − − −  (5) 

1

1 2

2( ) 1 ... p

p pB B B B  = − − − −  (6) 

1

1 2

2( ) 1 ... q

q qB B B B  = − − − −  (7) 

 

These two terms are polynomials of Bs that do not have a common root. The roots of these 

polynomials are located outside the unit circle and at it is a purely random process with zero 

means. For convenience, φp(B) and θq(B) are autoregressive factors and moving average, 

respectively. The ϕP(Bs) and ϑQ(Bs) are called autoregressive factors and seasonal moving 

average, and often as ARIMA(p,d,q)(P,D,Q)s indicate where the index s indicates the seasonal 

time period. 

 

Exponential smoothing method 

This method is one of the most practical and popular predicting methods. Its popularity is 

due to its flexibility, ease of automation, simple calculations, and favorable performance. The 

exponential smoothing method, instead of calculating a simple average takes the weighted 

average of the past values so that the weights, exponentially, reduce the tendency to the past 

data; It means that it gives more weight to recent data than older data. The exponential 

smoothing method forecasts series that lack seasonal trends and patterns. Therefore, we must 

remove the trend and seasonality from the series and then apply this method to the residual 

series. The forecast that the smoothing method gives at time t+1 is in the form of equation (8): 
 

2

( 1) ( 1) ( 2)(1 ) (1 ) ...t t t tP zz z    + − −= + − + − +  (8) 

 

In the above relation, α is called the smoothing constant, and a is the constant value between 

zero and one. The above relationship shows exponential smoothing using a weighted average 

of all older observations with exponential descending weights. The smoothing constant α is 

determined by the user. The default values considered for α and indicating its optimal 

performance are in the range of 0.1 to 0.2. Also, for choosing α, the trial-and-error method can 

be a suitable solution. Anyway, a lot of care and obsession should be used in choosing α; 

Otherwise, it will cause overfitting of the method and decrease the prediction accuracy of the 

method during the validation period and in the future. 

 

Holt-Winters model 

The Holt-Winters prediction model is an extension of the exponential smoothing model The 

Holt-Winters model consists of three sections. The first section is called the mean (fixed value), 

which shows the general behavior of the model, and the values fluctuate around it. The second 

section is the behavior (slope of the line) which is constant in terms of time but is considered 

as a multiple for the variable. The third section, which changes periodically, shows seasonal 

changes. In such a model, the future value is predicted based on combining these three 

components. Such a model has several parameters. This group of parameters in this model is 

known as α, β, γ. The simple form (without trends and seasonal changes) of the Holt-Winters 

time series model is as equation (9): 
 

(1 )( )1 1
1

zt
k k kt t b

Ut

 = + − +− −
−

 (9) 

 

where zt is the observation at time t and kt is the smoothed observation at time t. As can be seen, 

only α parameter is present and each observation is seen as a linear combination of the previous 

point (kt−1). On the other hand, U is called the index of seasonal changes and Q is the length of 

the period of seasonal changes. If the model has a trend, the shape of the model will be in 

relation (10). 
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1 1( ) (1 )( )b k k bt t t t − −= − + −  (10) 

 

As it is known, the parameter γ is also added to the model. Finally, the model presented with 

seasonal changes will be as follows: 
 

( )1
zt

U Ut t Q
kt

 = + − −  (11) 

 

In order to predict in the Holt-Winters model, equation (12) is used. 
 

( )mk b UPt m t t t Q m= ++ − +  (12) 

 

It should be noted that the parameters in this model α, β, γ are smoothing constants and are 

between zero and one. 

 

Autoregressive neural network (ANN) 

In the ANN model, prediction is made in two stages. For the desirable time series, the 

sequence of the autoregressive model is specified in the first stage. In the second stage, the 

neural network is invigorated by the training data set regarding the autoregressive sequence. 

The number of time series or input nodes delays of the neural network is specified from the 

autoregressive sequence. In this model, the fitted method with a non-seasonal trend includes of 

two parts h and p, where h represents the number of hidden neurons and p represents the number 

of input logs. Accordingly, this method is shown as ARNN(p,h). Likewise, the fitted method 

with seasonal trend is ARNN(p,P,h)(v), which is similar to ARIMA(p,0,0)(P,0,0)(v) with non-

linear objectives . 

 

KNN regression 

KNN stands for K-Nearest Neighbors, which means the name of this algorithm refers to its 

working method. KNN regression simply takes a set of training samples. The nth training sample 

consists of a vector, with b features: (𝑓1
𝑛, 𝑓2

𝑛, … , 𝑓𝑏
𝑛)،, an associated target vector of m features: 

(ℎ1
𝑖 , ℎ2

𝑖 , … , ℎ𝑚
𝑖 ). According to a new example, whose characteristics are known (𝑞1, … , 𝑞𝑏); But 

its purpose is unknown; The new sample features are applied to obtain the k most similar 

training samples based on the feature vector and distance or similarity. For example, assuming 

that the distance is Euclidean, the distance between the new sample and the training sample n 

is calculated as equation (13): 
 

2

1

( )
i

n

l l

l

f q
=

−  (13) 

 

The k training samples closest to the new sample, their k nearest neighbors, or the k most 

similar samples are considered. KNN is based on learning by analogy. Given a new sample, it 

appears that the targets of its nearest neighbors are likely to be the same as its unknown target. 

In this way, the targets of the nearest neighbors are summed to predict the target of the new 

sample. For example, assuming that targets or k are the nearest neighbors of the vectors: 

ℎ1, … , ℎ𝑢, they can be combined to predict the target of the new sample as calculated in the 

average form: 
 

1

ik

i

h

k=

  (14) 

 

Briefly, KNN stores a set of training examples described by n features. Each training sample 

represents a point in n-dimensional space. Given a new sample, the KNN finds its k closest 



Advances in Industrial Engineering, December 2024, 58(2): 291-306 

 297 

samples in the n-dimensional space hoping that their targets are similar to its unknown target. 

In the discussion of time series predicting, the goal of a training sample is a set of data values; 

And the features that describe the sample are the lagged values of the target. In this way, an 

autoregressive model is formed [25]. 

 

Theta method  

This method is according the concept of correcting the local curves of time series data. This 

behavior is derived from a coefficient named θ (symbolized by the Greek letter Theta) that is 

directly utilized to the second divergences of the time series:  
 

( 1) ( 2)

" " "( ) . , 2new data data t t tG whereGG G G G  − −= = − −  in time t (15) 

 

If the value of θ decreases gradually, the time series also decreases. The smaller the value of 

θ coefficient, the lower the degree of the peaks. The coefficient θ can also have negative values. 

When θ is equals to 0, the time series becomes a linear regression line. Also, if the θ increases 

(θ is greater than 1), then the time series will widen. The general formula of the Theta method 

is described in relation (16). The initial time series is split into more theta lines. Each theta line 

is analogized separately and the projections are indeed combined. For example, when θ equals 

to 0 and 2, accordingly, we have: 
 

( ) ( )( )
1

0 2
2

Data L L = = + =  (16) 

 

where L(θ = 0) represents Theta line for parameter θ=0. The first theta line (θ equals to 0) is 

the linear regression line of the time series data, and the second is precisely twice the original 

time series. The first part L(θ = 0) represents the time series through a linear behavior. The 

second part L(θ = 2), doubles the local flexions and magnifies the short-term trend. The first 

Theta line is analogized in the common path for a linear behavior. The latter is analogized 

through ordinary exponential smoothing. An ordinary combination of these two predictions 

makes the final Theta model prediction for a particular time series. 

In general, Theta modeling steps include checking seasonality, deseasonalization, 

decomposition, extrapolation, and synthesis. An important point is to apply several 

combinations of Theta lines for each forecast time horizon. Research results show that for 

longer time horizons, predictions must be more oriented toward long-term trend, while for 

short-term forecasts, we must consider recent behaviors. This can be simply done by applying 

several pairs of Theta lines for each forecast time horizon. For example, if the pair θ = 0.00 and 

θ = 2.50 is applied, more emphasis is placed on the short-term behavior of the time series, while 

in the case of Theta lines θ = 0.00 and θ = 1.50, the long-term trend becomes more critical [25]. 

 

STL method 

STL is a filtering method to separate a time series into residual, seasonal, and trend 

components. Suppose that for the data, the outcome, residual, seasonal, and trend components 

are indicated by Gr, Tr, Sr, and Rr, respectively, for r = 1,…,N. Thus, we have: Gr = Tr + Sr + 

Rr. 

STL includes of an order of smoothing operations that use locally weighted or Loess 

regression. STL has six parameters, as follows, that must be selected by the data analyst: 

j(p): number of observations in each seasonal cycle /j(o): number of stable iterations of the 

outer loop /j(i): number of passes through the inner loop /j(l): smoothing parameter for the low-

pass filter /j(s): smoothing parameter for the seasonal component /j(t): smoothing parameter for 

the trend component. 

Choosing the first five is simple. However, the last parameter, j(s), must be carefully tuned 

for each time series. For more information about this method, refer to the reference [26]. 
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Cubic spline smoothing method 

Consider a univariate time series yj, j = 1,…,n, with a non-linear behavior. It is intended to 

forecast the series by analogizing the behavior by applying a linear function obtained from the 

observed time series data. The linear behavior extrapolation approach is broadly applied and 

accomplishes enough well practically. When the time series has equally spaced data, a cubic 

spline smoothing is represented as the function f(j) that optimizes overall doubly differentiable 

functions f in S ([1,n] ⊆ S ⊆ R ). 

The critical parameter λ controls the rate of change between the local variation represented 

by the integral of the second derivative of f squared and the residual error defined by the sum 

of the squared residuals. Large values of λ show the function f(j) close to a straight line, while 

small amounts of λ show a very curved (meandering) function f(j). For more information about 

this method, refer to the reference [27]. 

 

BATS model 

The BATS identifier stands for crucial characteristics of the model: Box-Cox transformation, 

seasonal components, ARMA errors, and trend. To represent the Box–Cox parameter, the 

adjustment parameter, the seasonal periods (u1,…,uT), and the ARMA parameters p and q are 

supplemented with the arguments (ω, φ,p,q,u1,u2,…,uT) 

The model is the clearest generalization of traditional seasonal innovation trends feasible for 

multiple seasonal time periods. Nevertheless, it cannot contain a season with an incorrect 

period, but it is possible to consider multiple seasonal periods for the series. The primary 

seasonal component alone contains non-zero uT. For more information about this method, refer 

to the reference [28]. 

 

Evaluation criteria 

 

The evaluation criteria are calculated as follows: 
 

MSE: 
 

22

1 1

ˆ ˆ( , ) 1/ ( ) 1/
s s

c
c

c c

c

MSE Y Y s Y Y s e
= =

= − =   (17) 

 

RMSE: 
 

2

1

ˆ ˆ ˆ( , ) ( , ) 1/ ( )c c

s

c

RMSE Y Y MSE Y Y s Y Y
=

= = −  (18) 

MAE: 
  

1 1

ˆ ˆ( , ) 1/ 1 ||| / |c c

s s

c
c c

MAE Y Y s Y Y s e
= =

= − =   (19) 

 

MAPE: 
 

1 1

ˆ
ˆ( , ) 100 / | | 100 / | |c c

cc c

s s
c

c

Y Y
MAPE Y Y s s

Y Y

e
= =

−
= =   (20) 

 

where 𝑌𝑐̂  is the forecasted value and Yc is the real value 

 

Modeling and data analysis 
 

Here, the results of fitting the model and predicting the cumulative values of Corona 
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(cumulative values of hospitalizations and cumulative values of deaths) for Yazd province, 

according to the models mentioned in the second section, are given. 

The used corona data is from 02/26/2020 to 12/19/2021 daily, which was obtained from the 

Ministry of Health. It should be noted that the available statistics are for people who were 

admitted and hospitalized in hospitals in Yazd province and do not include people who were 

admitted to other medical centers or so-called outpatient treatment centers. In this research, the 

last 14 observed data are considered as test data, and with the rest of the data and models 

described in the second part, for the next 14 days, cumulative cases of Coronavirus (admissions 

and deaths) for Yazd province are predicted. Next, the best proposed model (By applying the 

evaluation criteria mentioned in the Section (2-11)) is selected. It should be noted that the date 

on which the first case of hospitalization or death was reported is considered as the starting day. 

To develop statistical methods due to time series data, the following assumptions are 

considered: 

• Time series data do not include outliers and anomalies. 

• The time series data consists of one variable; Data are univariate. 

• Data are static and do not require mean and variance over time. 

• Over time, the parameters of models and errors do not change and remain constant. 

The R programming software was used for calculations and coding. According to the data 

analysis and the results obtained according to Table 1, the best method and model for 

cumulative cases of hospitalization of Covid-19 in Yazd province based on evaluation criteria 

or prediction errors, KNN regression model with evaluation criteria MSE=359.185, RMSE = 

18.952, MAE = 15.487 and MAPE = 0.045. Accordingly, this method will be applied to forecast 

the cumulative instances of hospitalization of Coronavirus in Yazd province. 

 

Table 1.  Evaluation criteria of models related to cumulative cases  of hospitalization of Covid-19 in Yazd province 

Model MSE RMSE MAE MAPE 

ARIMA 11835.260 108.790 91.740 0.268 

Exponential smoothing 5880.527 76.684 64.251 0.188 

Holt-Winters 5874.088 76.642 64.215 0.187 

ANN 161174 401.465 435.086 1.678 

KNN regression 359.185 18.952 15.487 0.045 

THETA 111046.800 334.067 298.183 0.873 

STL 2210.955 47.020 45.016 0.132 

Cubic spline smoothing 10216.460 101.076 84.757 0.248 

BATS 8629.444 92.894 77.050 0.225 

 

Based on evaluation criteria or prediction errors, the best method and model for cumulative 

instances of Coronavirus deaths in Yazd province, the BATS model with evaluation criteria of 

MSE=17.247, RMSE=4.153, MAE=2.907, and MAPE = 0.067. Therefore, in the future, this 

method will be applied to forecast cumulative cases of Coronavirus deaths in Yazd province. 

 

Table 2. Evaluation criteria of models related to cumulative cases of covid-19 deaths in Yazd province 
Model MSE RMSE MAE MAPE 

ARIMA 28.365 5.325 4.553 0.105 

Exponential smoothing 28.126 5.303 4.217 0.097 

Holt-Winters 28.064 5.297 4.213 0.097 

ANN 90.915 13.817 12.339 0.606 

KNN regression 19.772 4.446 3.506 0.081 

THETA 42.809 6.542 5.902 0.136 

STL 23.829 4.881 3.887 0.090 

Cubic spline smoothing 20.005 4.472 3.545 0.822 

BATS 17.247 4.153 2.907 0.067 
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Figures 1 to 6 have been drawn to better examine the performance of the nine mentioned 

forecasting models. According to the examination of Figures 1 to 3, it seems that the STL and 

KNN regression models for predicting new hospitalization cases of Covid-19 have less error, 

among which the KNN regression model has the lowest error for forecasting the cumulative 

instances of hospitalization for Coronavirus. Also, according to the evaluation criteria, the Holt-

Winters model and the exponential smoothing have almost the same performance in forecasting 

cumulative instances of Coronavirus hospitalizations in Yazd province. By examining and 

analyzing Figures 4 to 6, it can be concluded that the smoothing models of cubic spline, BATS, 

and STL have less errors than the rest of the models. Meanwhile, the BATS modeling method 

has the lowest error for predicting the cumulative cases of death. According to the evaluation 

criteria, the Holt-Winters model and the exponential smoothing have almost the same 

performance in forecasting cumulative instances of Coronavirus in the province. Nevertheless, 

what is evident is that the autoregressive neural network method has the worst performance 

among all the nine mentioned methods, both for hospitalization cases and death cases. 

 

 
Figure 1. The 14-day prediction chart of the cumulative number of hospitalized instances of Coronavirus in Yazd 

province 
 

 
Figure 2. Bar graph of the 14-day forecast of cumulative instances of Coronavirus in Yazd province 
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Figure 3. Chart of evaluation criteria for cumulative instances of hospitalization of Coronavirus in Yazd 

province 
 

 
Figure 4. The 14-day prediction chart of cumulative instances of Coronavirus deaths in Yazd province 

 

 
Figure 5. Bar chart of the 14-day forecast of cumulative instances of Coronavirus deaths in Yazd province 
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Figure 6. Chart of evaluation criteria for cumulative instances of Coronavirus deaths in Yazd province 

 

The practical results and managerial perspectives from the present study are as follows: 

✓ The results of the analysis represented that the best model according to the mentioned 

evaluation criteria for forecasting the cumulative instances of hospitalization of Coronavirus 

is the KNN regression model and for the cumulative cases of death is the BATS model. Also, 

the autoregressive neural network model performs worst among all nine models, both for 

hospitalization and death cases. 

✓ The most critical point that can be taken from the analysis of the results is that it is impossible 

to consider a single model for cases of hospitalization and death. Depending on the special 

conditions of each region as well as the index required for prediction, different prediction 

models should be tested and the most efficient fitted model should be selected. 

✓ In the context of the subject of the current research, by using the models that were introduced 

many years ago (the so-called classical models), better results can be obtained in practice; 

While the results obtained from newer models, such as the autoregressive neural network 

model, indicate inappropriate performance in predicting Covid-19. Therefore, it can be 

concluded that using new models is not always effective in practice, and according to the 

type of data, classic models may have better results and efficiency in forecasting. 

✓ The obtained results can be used to predict and control other viral diseases that may emerge 

as a pandemic or even epidemic and endemic in the future. 

 

Conclusions and future directions 

 

In this study, nine statistical and machine learning models, including ARIMA, Theta, 

exponential smoothing, Holt-Winters, autoregressive neural network, KNN regression, BATS 

method, cubic spline smoothing method, and STL method, were applied and comprehensively 

analyzed to forecast the cumulative number of hospitalized instances and mortality of 

Coronavirus in a case study. They were used and compared with each other using MSE, RMSE, 

MAE, and MAPE evaluation criteria. Meanwhile, the last 14 data were considered as test data. 

Summarizing the results represented that the best model for forecasting cumulative cases of 

hospitalization and mortality of Covid-19 in Yazd province as a case study is different. 

Regarding evaluation criteria, for cumulative cases hospitalized in Yazd province, the best 

model is KNN regression; While for cumulative cases of death, the BATS method was chosen 

as the best model. Due to the results of the present study, the following are suggested to future 
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researchers: 

✓ Prediction of Covid-19 by considering the effect of wearing a mask and observing social 

distance 

✓ Prediction of Coronavirus according to the effect of vaccination against Coronavirus, 

✓ Prediction of Coronavirus according to the combination of methods such as the Theta 

method and STL analysis method, 

✓ Applying the nine proposed modeling methods for predicting other infectious or pandemic 

diseases, 

✓ Modeling of proposed modeling methods for other geographical regions under different 

weather conditions. 
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