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1. Introduction       Recent studies show that coal, oil, and gas, the 

three main energy sources, make up about 75% of the 

 

A B S T R A C T 

The rapid expansion of renewable energy sources (RES), especially the combination of 

solar photovoltaic (PV), wind turbine generating (WTG), and battery energy storage 

systems (BESS), has sparked significant interest in addressing global warming and 

climate change issues. These energy sources offer numerous advantages, such as 

reduced emissions and lower operational costs, but their power output is uncertain. In 

order to account for fluctuating energy costs, a microgrid with diverse energy sources 

must schedule BESS charging optimally. The proposed method uses the Artificial 

Rabbit Optimisation (ARO) algorithm to optimise the charging and discharging 

schedule for BESS, resulting in a decrease in daily energy costs and an improvement in 

storage state of health (SOH). The SOH is considered an ageing coefficient for 

conservative BESS operation in order to extend the battery's lifespan under consistent 

use. To further validate the effectiveness of the energy management strategy, a fixed 

pricing scheme and a dynamic pricing scheme are utilised to validate its efficacy. When 

storage degradation and time-of-use (TOU) tariffs are accounted for, the simulation 

results of voltage, current, and power profiles over a 24-hour period indicate that the 

proposed method has the capability to maximise the profitability of a grid-connected 

PV and WTG-based microgrid.  
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world's energy. However, these energy sources emit 

a great deal of carbon, which is harmful to the air, 

rain, land, and human health. In addition, traditional 

fossil fuels are being depleted rapidly and cannot 

meet the rising demand for global energy. Renewable 

energy sources (RES), a viable alternative to 

conventional resources, can be utilised to accomplish 

the green energy requirement for sustainable 

development as per Elavarasan et al. [1]. RES, such 

as solar and wind, can generate electricity without 

emitting greenhouse gases. They have become more 

prevalent and cost-effective, and their use in existing 

power systems has increased. However, the energy 

production of RES sources is highly dependent on 

climate and weather variations as per Solaun et al. [2]. 

These sources must be integrated with other stable 

energy sources, such as fuel cells, microturbines, 

battery storage, etc., to ensure a constant supply of 

high-quality energy as per Sarwar et al. [3]. These 

hybrid systems are effective as sources of sustainable 

energy. 

 

In this situation, the microgrid is helpful because 

it saves energy and works with a wide range of 

renewable energy sources (RES). Blesslin et al. [4]  

discussed, microgrids can meet local capacity needs 

and connect to or disconnect from the utility grid by 

using different types of distributed renewable energy 

sources (RES). Microgrids (MGs) can operate 

independently or in tandem with the main grid. (i.e., 

as islands). Therefore, MGs are able to generate, 

distribute, and regulate electricity for remote 

consumers as per Ishaq et al. [5]. It is believed that 

microgrids (MGs) facilitate a high penetration of 

renewable energy sources (RES) in power grids. 

Large penetrations of distributed RES necessitate the 

creation of innovative dispatch systems in order to 

balance generation and demand as discussed in 

Kumar et al. [6]. A hierarchical architecture 

incorporates and maintains dispersed energy storage 

technologies for reliability and energy security 

discussed by Shahgholian [7]. High penetration of 

RES can lead to power imbalances, especially for 

residential single-phase consumers studied by 

Jabalameli and Ghosh [8]. MGs are necessary for 

future intelligent grids, which could transform 

centralised electrical networks into distributed 

designs. 

 

Over the past years, researchers have endeavoured 

to create an effective hybrid system to mitigate the 

issues associated with RES. The authors propose a 

multi-agent consensus-distributed control strategy 

devised to achieve multiple objectives for the 

placement and sizing of RES simultaneously as per 

Kandari et al. [9]. The consensus-distributed multi-

agent control strategy considers the 

frequency/voltage droop controllers and hierarchical 

control architecture of the battery energy storage 

system (BESS). Zarei and Ghaffarzadeh present a 

multi-objective optimisation of the AC optimal power 

flow (AC-OPF) problem in terms of demand response 

(DR) [10]. The objective of the work by Mirzkhani 

and Pishkar [11] is to attain peak reduction and valley 

filling for active and reactive power, as well as to 

minimise total voltage deviation and system cost. 

This study by Aryan [12] investigated the effects of 

wind speed variations on optimal configuration and 

planning for a hybrid renewable energy system. The 

impact of changes in wind speed on the annual 

production of wind turbines, cost of energy, net 

present cost, and fuel consumption was determined. 

This study by Ghaffarzadeh and Faramarzi [13] 

discussed about identifying the optimal location for 

solar photovoltaic (SPV) facilities to improve energy 

efficiency by minimising losses and enhancing 

voltage profiles. Using the holomorphic load flow 

algorithm and the particle swarm optimisation (PSO) 

algorithm, the multi-objective function is converted 

to a single-objective function.  

 

A number of articles have described use of 

metaheuristic algorithms for optimal size of hybrid 

renewable energy system. An interesting model 

named mixed integer linear programming (MILP) 

was presented by Theo et al. [14]. Logesh [15] 

discussed soft computing methods for energy 

management and power flow management in 

presence of hybrid system. Fathima and palanisamy 

[16] presented a detailed survey on otimization in 

hybrid systems. Gamarra et al. [17] discussed 

computational optimization for microgrid. Over time, 

a battery's performance diminishes; monitoring data 

may be utilised to evaluate the battery's true health 

condition. A comparative analysis of battery ageing 

and capacity loss / impedance growth has been 

various economic reduction strategies for energy 

management in systems that include SOH discussed 

by Sarker et al. [18]. Parvin et al. [19] discuss 

technologies for energy-efficient power grids. A 

comprehensive analysis was conducted that 

accounted for the numerous challenges associated 

with smart-grid demand-side management. The first 

two levels of the demand-side load management 

architecture are thought to be line planning and low-

cost scheduling. Demand response is a third-level 

subject that has been studied a lot in the last ten 

years.This study looks at whether or not it is possible 
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to change the way consumer products are set up in 

order to meet the needs of the distribution system 

when it is overloaded. Khezri and Mahmoudi [20] 

argue that there is a trade-off between minimising 

energy consumption and maximising user 

convenience because existing scheduling systems do 

not account for user activities. By directly 

incorporating user actions into a proposed load-

optimisation technique, the trade-off between user 

convenience and electricity cost was diminished. This 

trade-off was considered, and optimisation models 

were developed and implemented for a variety of 

household appliances. The results of the simulation 

were evaluated in terms of occupancy, cost, and 

decrease in energy utilisation. 

 

Few studies have examined the optimal placement 

of the BESS and the ability of wind turbine generation 

(WTG) to penetrate, in addition to their own 

processes and characteristics as discussed by Patnaik 

et al. [21]. For scheduling RESs, a novel stochastic 

multi-area unit commitment architecture is utilised. 

In order to improve the resiliency, a method proposed 

by Kunya et al.  [22] based on peak load shaping, 

ramping-up and ramping-down rates of load, and the 

spread of uncertainty factors are evaluated. Zeng et 

al. [23] investigated the probable relationships 

between RES uncertainty and a price-based demand 

response programme. Chen et al. [24] have proposed 

a realistic scheduling model of grid-connected 

microgrids based on chance-constrained 

programming to minimise operating costs and 

improve the user experience by formulating the 

unpredictability of renewable generation output. 

Moreover, a metric for measuring user satisfaction 

was devised from the view of demand-side 

management. 

 

In the course of research, a variety of techniques 

have been employed to address complex power 

system optimisation issues as discussed by Jordehi 

[25]. To address rapid convergence, vast search 

spaces, and multi-objective optimisation functions, 

swarm-based algorithms inspired by biology have 

been developed and studied by Tian et al. [26]. 

However, there is no single optimisation algorithm 

that can overcome all obstacles. The no free lunch 

(NFL) theorem explains why new bio-inspired 

optimizers are constantly being created despite the 

fact that so many already exist as per Adam et al. [27]. 

This study is motivated by the NFL theorem, which 

encourages the development of more efficient bio-

inspired optimizers. In addition, the majority of 

optimizers feature multiple control alternatives as per 

Rodríguez-Molina et al. [28]. This article introduces 

the artificial rabbit optimisation (ARO) algorithm, 

which was inspired by the survival strategies of 

rabbits in the open and their detour foraging and 

unpredictable hiding behaviours as discussed in 

Wang et al. [29]. ARO is exceptionally competitive 

in the resolution of difficult engineering optimisation 

problems. 

 

Even though there have been numerous studies of 

BESS coupled with wind for grid-level peak load 

regulation as described by de Siqueira and Peng [30]. 

These studies have focused on small-scale BESS and 

encompassed a portion of a grid's total wind output or 

implemented wind-BESS systems primarily to 

maximise financial metrics as per Yang et al. [31]. 

The scope of research has not been restricted to 

PV/WTG-BESS scheduling for the enhancement of 

storage health. Such research is required to perceive 

the techno-economic-environmental potential of PV 

and WTG based BESS micro-grid operating issues 

and their potential profitability while integrating with 

the national grid. This article employs artificial rabbit 

optimisation (ARO) to determine the optimal battery 

charging and discharging schedule for a grid-

connected microgrid with RES sources. The most 

significant contributions to this work are:  

1. To investigate a multi-objective operational 

strategy for a microgrid with multiple renewable 

energy sources and battery energy storage for 

maximising consumer benefit. 

2. Scheduling the charging and discharging of 

BESS from the grid as necessary, and ensuring the 

transaction of surplus power generated by renewable 

sources to the grid. 

3. The energy price has a greater variation 

between on-peak and off-peak charges and the effect 

of different pricing schemes on operational strategy is 

analysed. 

4. Ensuring consumer profit and 

simultaneously enhancing battery state of health. 

The remaining portions of the paper are organised 

as follows: The second component concerns 

mathematical modelling. Section 3 outlines the 

objective of the study. Section 4 discusses the ARO 

algorithm. Section 5 illustrates and analyses results. 

Lastly, section 6 concludes the article.  

2. Materials and Methods  

2.1. Modelling of the system 

Figure 1 depicts the fundamental structure of an 

energy management system (EMS). The system 

comprises PV, WTG, BESS, the grid, charge 
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controllers, converters, and user loads. The principal 

function of EMS is to regulate power transmission in 

the microgrid. The BESS must provide and receive 

power for maximising user benefits during discharge 

and charging, respectively. In order to ensure the 

reliability of the power system, the system must be 

capable of delivering electricity on demand. 

 
Figure 1. System overview 

 

2.1.1. PV system modelling 

 A solar cell's ability to convert photon energy into 

clean power when linked in series and parallel makes 

it an essential part of a PV module. Clean, renewable 

energy is generated when these modules are 

connected to form PV arrays. Each solar cell 

functions as a component in a larger electrical system. 

The mathematical expression for the power generated 

by a PV panel as a function of solar irradiance is [32]. 

PPV(t)

=

{
 
 

 
 PratedPV (

R2

RSTD ∗ RC
) ,        R < RC 

PratedPV (
R

RSTD
),        RC ≤ R < RSTD

PratedPV ,                               R > RSTD

 
(1) 

 

Where 𝑃𝑟𝑎𝑡𝑒𝑑𝑃𝑉= 5 kW, 𝑅𝑆𝑇𝐷 = 1000 𝑊/𝑚
2   

and  𝑅𝐶 = 150 𝑊/𝑚
2. The hourly solar irradiation 

data for the selected day is gathered from Indian 

Meteorological Department (IMD) [33]as per Figure 

2. The most solar power is made between 10 AM and 

2 PM, when the sun shines the brightest.  

 
 Figure 2. Mean hourly solar irradiance in a day 

 

2.1.2. Modelling of the WTG system 

The Power output of WTG (𝑃𝑊𝑇𝐺(𝑡)) is calculated 

as follows[34]. 
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(2)) 

Here, air density is calculated as follows: 

 ρ =
P .   MW

R(273.15+Ta)
 (3) 

Where MW is the Molecular weight. Wind speed 

data in Bhubaneswar was collected from IMD [33]as 

per Figure 3. The wind power variation is between 0.9 

m/sec to 4 m/sec throughout the day. 

 
Figure 3. Hourly Wind speed in a typical day 

The wind turbine specifications are illustrated in 

Table 1. 

Table 1. Wind turbine Specifications [33] 

Name of the Parameter Specification 

Number of wind turbines   1 

Swept area of wind turbine 41.1 m2 

 Pressure in atm 1 atm 

Ambient temperature   27 C  

Wind Turbine efficiency   30% 

Converter efficiency   95% 

Maximum Output Power in 

kW   
1.4 kW 

Ideal gas constant  
8.025×10-5 m3atm 

K-1mol-1 

Cutin speed  2 m sec-1 

rated speed  9.5 m sec-1 

cutout speed  12 m sec-1 

  

2.1.3. Modelling of BESS 

The Lead Acid Battery of Rolls-Surette S-550 

make and Flooded Deep Cycle type are considered 

PV Array 

PPV (t)

QPV (t)

PWTG (t)

QWTG  (t)

WTG system

DC-DC

Converter

DC-AC

Converter

Pload (t)

Qload (t)

PGrid (t)

QGrid (t)

Pbat (t)

Qbat (t)

BESS
Charge 

Controller

Grid

Residential Load
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for this study. The voltage during charging and 

discharging of BESS is calculated as per eqn (5) and 

(6) based on the linear interpolation [35]. The voltage 

and current of the BESS depend upon the schedule of 

SOC and the output power is formulated [33] as per 

eqn (4). 

Pbat(t) = Vbat(t) Ibat(t) (4) 

Vbat(t) = [6.75 + 1.2SOC(t)]Nbat(t),
Ibat > 0 

(5) 

Vbat(t) = [6.29 − 1.02(1

− SOC(t))]Nbat(t),

Ibat ≤ 0 

(6) 

 

Where, 𝑉𝑏𝑎𝑡 (𝑡) is the voltage of battery, 

𝑁𝑏𝑎𝑡 (𝑡) represents the batteries linked in series and 

state of charge is represented as SOC (t). The floating 

voltage of each battery is 6.75 V and 4 batteries are 

considered in series with total capacity of BESS as 

400 Ah. The battery current 𝐼𝑏𝑎𝑡 (𝑡) and SOH are 

calculated as per eqn (7), (8), (9).  

Ibat(t) =
ΔQ

dt
 (7) 

ΔQ = C(t) − C(t − Δt) = Cxk − Cxj (8) 

SOH(t) =
Cr(t)

Cr,nom (t)
 (9) 

where   r,nomC t  is the nominal capacity [19]. 

According to [36] and [36, 37], the battery 

performance degrades with each discharge in this 

model. According to [38], capacity of reference losses 

is regarded as linearly dependent on battery depletion. 

If the change in SOC is smaller than zero at each 

change in time, the BESS is in discharging mode, then 

the reference capacity is computed by (13) and (14). 

Cr(t) = Cr(t − Δt) − ΔCr(t) (10) 

ΔCr(t) = Cr,nom(t) Z [SOC(t − Δt)

− SOC(t)] 
(11) 

Where, Z = 0.00031 is the ageing coefficient. The 

minimum and maximum SOC levels are 20% and 

90% with permissible step change in SOC at 1%.  

  

2.1.4. Modeling of Load 

For a specified day of summer, at Bhubaneswar, 

the power consumption of residential utility 

customers was used to create the hourly load profile 

data displayed in Figure 4. The average load during 

the day is 1.224 kW with peak load of 1.604 kW 

during 11th and 19th hours and lowest demand of 

0.70 kW at 4th hour of the day. 

 
Figure 4. Load profile in a day 

 

2.1.5. Modeling of Grid 

The energy management determines how much 

energy must be produced to meet demand and how 

much energy must be stored in the battery. If natural 

resources provide little or no energy, the microgrid 

relies on the grid. If there is surplus electricity, the 

microgrid supplies it to electrical grid.  

In case of power received and transferred to the 

grid as per eqn (15) and (16): 

 

PGrid(t) = PLoad(t) − PPV(t) − PWTG(t) ∓
Pbat(t) ,  PGrid < 0 

(12) 

PGrid(t) = PLoad(t) − PPV(t) − PWTG(t) ∓
Pbat(t) ,  PGrid ≥ 0 

(13) 

The energy pricing for Fixed and Time-of-Use 

types are considered in the study. The Electricity Grid 

Price (EGP) and Feed-In Tariff (FIT) are formulated 

as per Table 2. 

 

Table 2. Electricity pricing during the day [39] 

Type 

of 

price 

Time of a day 
EGP 

(Rs/kWh) 

FIT 

(Rs/kWh) 

Tier 1 All hours 4.00 4.00 

Tier 2 

Off-Peak hours 

[1-10, 23-24] 
2.50 1.50 

Peak hours [11-

22] 
3.50 6.00 

 

2.2. Problem definition 

The objective considers the energy received or 

supplied to the grid at any given time, and the 

capturing the degradation of BESS state of health as 

the ageing cost, incorporating the operating 

constraint.  
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2.2.1. Objective 

The minimization of the objective of the system 

may be stated as:  

Fobj = ∑(CR(t) + CP(t))

T

t=t0

 (14) 

where 𝐹𝑜𝑏𝑗 is the total cost including cash outflow and 

cash inflow for a day, 𝐶𝑅(𝑡) is the cash outflow and 

𝐶𝑃(𝑡) is the cash inflow. The cost is computed for 

each time step, as per (18). 

Fobj(Δt) =  (CR(Δt) + CP(Δt)) (15) 

The cash outflow and cash inflow are computed as: 

CP(Δt) = PGrid(Δt)EGP(Δt) + BrC(Δt), 
 PGrid(Δt) ≥ 0 

(16) 

CR(Δt) = PGrid(Δt)FIT(Δt), 
  PGrid(Δt) < 0 

(17) 

where EGP and FIT are as per Table 2.  

The ageing cost for BESS (BrC) is determined 

by[39]: 

BrC(t) =
BiC(−ΔSOH(t))

1 − SOHmin
 (18) 

Where BiC represents the investment cost for the 

BESS at Rs 9125 per kWh.   

 

2.2.2. System Operating Constraints 

The system works within the confines of the 

following limits on equality and inequity. 

  

PGrid(t) = Pload(t) − PPV(t) − PWTG(t)
∓ Pbat(t) 

(19) 

SOCmin ≤ SOC(t) ≤ SOCmax (20) 

Pbat
min ≤ Pbat(t) ≤ Pbat

max (21) 

SOH(t) ≥ SOHmin (22) 

PGrid(t)  ≤  PGrid
max (23) 

ΔSOCmin < ΔSOC(t) ≤ ΔSOCmax (24) 

Eqn (19) specifies the laws of power conservation, 

eqns (20) – (22) & (24) protects the BESS from health 

degradation owing to excessive charging and high 

depth of battery depletion, and limits the battery's 

degradation; in eqn (23) the grid power must not 

exceed the maximum limit; otherwise, penalty cost is 

imposed in the calculation of cash flow. 

 

2.3. Artificial Rabbits Optimisation Algorithm 

 

Artificial rabbit optimization (ARO) is a novel 

bio-inspired algorithm that takes cues from rabbits' 

strategies for survival to tackle the challenging issue 

of nonlinear optimization [29]. The ARO algorithm 

was developed with inspiration from survival 

strategies including foraging and hiding in 

unexpected places.  Such survival strategies are 

mathematically illustrated in this study. 

 

a) Detour foraging  

 

Rabbits do not bother with nearby food sources 

while they are foraging. It is called "detour foraging" 

because they never eat grass from their own yards, but 

rather ingest it at random from other areas. It is 

assumed that each candidate in the colony has its own 

area, having food and d burrows, and that the 

candidates graze at random between themselves. The 

fact is that rabbits will hunt around in the ground to 

find enough to eat. ARO's detour foraging behaviour 

shows that each search candidate would rather update 

its position in relation to a different, randomly chosen 

search individual in the swarm in order to create a 

diversion. Detour foraging by rabbits is modelled 

mathematically as follows: 

Vi⃗⃗⃗  (t + 1) = xj⃗⃗⃗  (t) + R (xi⃗⃗⃗  (t) − xj⃗⃗⃗  (t))

+ round (0.5 (0.05

+ r1))n1 

(25) 

R = L c (26) 

L = (e − e(
t−1
T )

2

) sin(2πr2) (27) 

c(k) =  {
1        if k == g(l)

0                    else
 (28) 

g = randperm(d) (29) 

n1~N(0,1) (30) 

where Vi⃗⃗⃗  (t) indicates position of the ith candidate 

at instant t, n indicates number of the rabbits, d 

signifies the dimension, T denotes the number of 

iterations, c(k) denotes the ceiling function, 

randperm generates integers in range of 1 to d, r1 , 
r2 , randomly and eqn (28) suggests that search 

people conduct a random search for food based on 

their relative positions. This habit enables a rabbit to 

travel to the territories of others irrespective of 

distance. The unique foraging behaviour adds to 

exploration and ensures the ARO algorithm's global 

search capacity. 

b) Random hiding  

A rabbit will create a complex network of tunnels 

around its den to hide it from potential predators. To 

decrease its chances of getting eaten, a rabbit in ARO 

always constructs d burrows along the search space at 

each iteration and chooses a tunnel at random for 

hiding. The following formula is provided as a result 

of this:  
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b⃗ i,j = xi⃗⃗⃗  (t) + H g xi⃗⃗⃗  (t)) (31) 

H =
T − t + 1

T
 r4 (32) 

n2 ~ N(0,1) (33) 

g(k) =  {
1        if k == g(l)

0                        else
 (34) 

Based on eqn (34), d burrows are constructed. H 

represents the parameter for hiding, which is lowered 

in a range of 1 to 
1

𝑇
 with a random perturbation 

throughout the duration of repetitions.  As stated 

before, rabbits are often pursued and attacked by 

predators. To live, candidates must occupy a secure 

hiding spot. Therefore, they are not permitted to 

randomly choose a tunnel from among their burrows 

in order to prevent being captured. To formally 

represent this random concealment technique, the 

subsequent equations are proposed: 

  

Vi⃗⃗⃗  (t + 1) = xi⃗⃗⃗  (t) + R (r4 b⃗ i,r(t) − xi⃗⃗⃗  (t)) 
(35) 

gr(k) = {
1        if k == [r5   d]
0                             else

 (36) 

b⃗ i,r(t) = xi⃗⃗⃗  (t) +  H gr xi⃗⃗⃗  (t) (37) 

where b⃗ i,r(t) denotes the direction of burrow for 

hiding, r4 and r5 , represent integers in range of (0,1). 

The ith rabbit updates its position towards the burrow. 

The location of the rabbits is updated as per eqn (38): 

xi⃗⃗⃗  (t + 1)

= {
xi⃗⃗⃗  (t)     f(xi⃗⃗⃗  (t)) ≤ f (Vi⃗⃗⃗  (t + 1)) 

Vi⃗⃗⃗  (t + 1)    f(xi⃗⃗⃗  (t)) > f (Vi⃗⃗⃗  (t + 1))
 

(38) 

c) Energy shrink 

In ARO, rabbits usually do detour foraging during the 

early phase of iterations, but they commonly practice 

random hiding during the final phase. This search 

mechanism is powered by the energy of a candidate, 

which will diminish subsequently over a period. 

Consequently, an energy is created to simulate the 

transition. The factor A(t) is evaluated as follows: 

A(t) = 4 (1 −
t

T
) ln

1

r
 (39) 

Here r is an arbitrary value in the range of (0,1). 

The high energy factor value indicates that the 

individual has adequate energy for detour foraging. 

Whereas, the low value of the energy component 

suggests that a candidate is less physically active, and 

hence requires arbitrary concealment. ARO may 

switch between detour foraging and arbitrary 

concealment according to the value of the component 

A. Exploration happens for A(t)  >  1, whereas 

exploitation occurs if A(t) ≤  1 . To explore the effect 

of the energy factor on the algorithm's search 

behaviour, the probability of A > 1 is computed as: 

P{A(t)} =  
1

4
∫

et

t
dt

−
1
4

0

+ e−
1
4 (40) 

Therefore, the likelihood of detour foraging 

throughout the repeated procedure is around 0.5. The 

algorithm does almost equal amounts of detour 

foraging and arbitrary concealment in iterative phase, 

as it greatly contributes to managing exploration and 

exploitation. The search behaviors in ARO are 

determined by the range of A, which steadily rises 

with the increase in random oscillator rounds. 

Contrary to it, the declining pattern of A compels the 

ARO to execute exploration often in the early 

iterations and exploitation frequently in the latter 

iterations. This also helps the ARO transition 

gradually from global to local search. The random 

oscillator, on the other hand, does not alter the 

declining pattern of A, which initially leads to 

exploration and eventually exploitation. In the 

meanwhile, the factor A enables exploration in the 

algorithm's last phases of iteration. 

 

 
Figure 5. Flowchart of ARO algorithm 

 

 Collectively, the ARO algorithm generates a 

random population of initial solutions in the search 

space. At each cycle, an individual changes its 

location relative to either a randomly selected 

individual from the generation or one from its 

burrows. As the number of iterations increases, the 

energy factor A decreases, causing rabbits in the 

population to alternate between exploration phase and 

exploitation phase. All updates and calculations are 

Start

Input data of Microgrid sub-system, 

Wind data, Battery data, Energy price Etc.

Initialization of rabbit positions

Computation of energy factor (A)

Rabit population, Bound 

Variables and control parameters

Populate burrows and select one 

for performing random hiding 

Compute the fitness function 

and update position

Updation of best solution

Reached the 

Stopping 

criterion?

Choose the best solution

YES

Finish

If A>1?
Select one rabbit to perform 

detour foraging
YES

NO

NO
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performed interactively until the termination 

requirement is reached, at which point the best 

solution is returned. The flowchart is shown in Figure 

5.  
3. Validation 

     To evaluate the performance of the ARO to 

that of other algorithms, a series of simulations were 

done. Table 3 describes four uni-modal benchmark 

functions for assessing the performance index. 

Table 3. Function declaration 

Fun

ctio

n 

Definition Range 

F1(x) ∑ xi
2

n

i=1
 [−100, 100]n 

F2(x) ∑ (∑ xj
i

j=1
)

n

i=1

2

 [−100, 100]n 

F3(x) 
∑ (100(xi+1 − xi)

2)
n−1

i=1

+ (xi
− 1)2 

[−30, 30]n 

F4(x) 
∑ (ixi

4
n

i=1

+ random [0,1]) 
[−1.28, 1.28]n 

 

 This assessment of the performance of the 

optimization technique depends on the evaluation of 

30 separate runs comprising 500 iterations each. It 

was calculated and compared the standard deviation, 

the mean error, and the best error.  

 

Table 4 (a). Results of performance metric 

comparison  

Fun

ctio

n 

Param

eter 
GSA TLBO ARO 

F1(x) 
Mean 

Stdev 

Best 

2.19E−17 

6.38E−18 

1.15E−17 

3.64E−87 

1.67E−88 

1.53E−89 

1.82E−124 

6.63E−124 

2.29E−142 

F2(x) 
Mean 

Stdev 

Best 

2.22E+02 

7.07E+01 

8.53E+01 

5.65E−17 

2.28E−17 

4.02E−19 

1.24E−95 

6.78E−94 

7.00E−115 

F3(x) 
Mean 

Stdev 

Best 

2.22E+02 

7.07E+01 

8.53E+01 

2.14E+01 

1.11E+00 

1.76E+01 

4.55E−03 

5.12E−03 

2.41E−04 

F4(x) 
Mean 

Stdev 

Best 

1.91E−02 

6.87E−03 

7.73E−03 

5.62E−04 

1.72E−04 

1.47E−04 

2.51E−04 

1.07E−04 

6.28E−05 

 

Table 4 (a) and (b) compares the performance 

characteristics of Gravitational search algorithm 

(GSA), Teaching-learning-based optimization 

(TLBO) method, Particle swarm optimization (PSO), 

Differential evolution (DE), and ARO. As seen in the 

table, ARO yields superior outcomes compared to 

other optimization techniques. 

Table 4 (b). Results of performance metric 

comparison  

Fun

ctio

n 

Param

eter 
PSO DE ARO 

F1(x) 
Mean 

Stdev 

Best 

2.15E−04 

2.25E−04 

2.99E−06 

3.64E−14 

6.06E−14 

1.26E−15 

1.82E−124 

6.63E−124 

2.29E−142 

F2(x) 
Mean 

Stdev 

Best 

2.84E+03 

1.34E+03 

1.14E+03 

5.69E+00 

3.91E+00 

9.26E−01 

1.24E−95 

6.78E−94 

7.00E−115 

F3(x) 
Mean 

Stdev 

Best 

9.47E+01 

7.90E+01 

7.62E+00 

3.00E+01 

1.76E+01 

4.01E+00 

4.55E−03 

5.12E−03 

2.41E−04 

F4(x) 
Mean 

Stdev 

Best 

5.64E−02 

2.03E−02 

1.92E−02 

2.15E−01 

7.24E−02 

1.16E−01 

2.51E−04 

1.07E−04 

6.28E−05 

 

4. Results and Discussion 

     The proposed system consists of twenty PV 

modules linked in series for a maximum capacity of 

3.082 kW and one wind turbine generator with a 

capacity of 1.4 kW. In grid-tied microgrid systems 

with battery banks, a 24V power converter is used. 

The BESS consists of four 6V batteries in series with 

a total voltage of 24V and a maximum capacity of 

400Ah. This study presents optimum power flow 

management catering to the load profile requirement 

of microgrid assuming solar irradiance and wind 

speed values for a typical day. The fundamental 

assumption taken in the simulation is the residential 

consumers loading pattern will follow the estimated 

load data considered in this work and the solar and 

wind power generation will be as per the assumed 

irradiance and wind speed data based on historical 

records. The proposed system simulation is studied 

using MATLAB software in a PC having Intel i7 

processor. The multiprocessing and complex 

nonlinear optimization solving capability of 

MATLAB helps in obtaining the results of accurate 

implementable strategy for the microgrid energy 

operation. 

Table 5 shows the results of simulations that 

follow the ARO optimization technique for both Tier 

1 (fixed price) and Tier 2 (TOU pricing). These 

numerical results illustrate the schedule of state-of-

charge, battery voltage, and battery current.  
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Table 5. Cash flow for Tier 1 and 2 pricing  

Case Cash flow (CF) for a day in Rs. 

Tier 1 14.91 

Tier 2 33.57 

Table 5 compares the daily profit of consumer for 

the Tier 2 TOU pricing with the fixed price. Tier 2's 

Cash Flow (CF) yields a greater profit.  

 

 
Figure 6. Active power profile in a day (Tier 1) 

 

The profile of power sharing of the various entities 

on a typical day is shown in Figures 6 and 7 for Fixed 

price and TOU electricity pricing, respectively. In 

Figures 6 and 7, positive battery power represents a 

battery that is being charged, while negative battery 

power indicates a battery that is being discharged. 

Power consumption is represented by a positive 

value for grid power, power input by a negative 

value, and power consumption by a positive value 

for load power. 

 
Figure 7. Active power profile in a day (Tier 2) 

 

During a typical day for Tier 1 in Fig.8, the BESS is 

discharged during 12.00 AM to 7.00 AM. From 7.00 

AM to 9.00 AM, it remains in rest condition as PV, 

wind, and grid supplies power to load. Then, the 

battery starts charging between 9.00 AM and 4.00 

PM from solar power. The BESS is discharged 

during 4.00 PM to 11.00 PM to limit the power 

purchased from grid. The BESS is discharged until 

it reaches state of charge of 50%. The SOC of BESS 

remains constant from 11.00 PM to 12.00 AM. The 

user was getting a profit of 14.91 Rs. from the 

system. 

 
Figure 8. SOC schedule of BESS in a day 

 

During a typical day for Tier 2 in Figure 8, the battery 

rapidly changes from discharging condition to 

charging condition and from charging condition to 

discharging condition to balance the demand on load 

side until it reaches state of charge of 20% from 12.00 

PM to 7.00 PM. Then, the SOC remains constant 

from 7.00 AM to 9.00 AM. The BESS is charged 

during 9.00 AM to 4.00 PM with solar PV and it is 

discharged during 4.00 PM to 10.00 PM until it comes 

back to terminal SOC of 50% to offset the load. The 

SOC stays constant during 10.00 PM to 12.00 AM. 

The user gets the profit of Rs. 33.57 from the system. 

Figure 9. Voltage of the Battery in a day 

 

 
Figure 10. Current of the Battery in a day 

 

Figures 9 and 10 show voltage and current flow of 

the battery storage in a day for Tier 1 and 2 pricing 

strategy. The floating voltage of the BESS varies 

within 22 V and 30 V and the variations in battery 

current are within 0.06 kA. The sign of the battery 
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current indicates charging and discharging of the 

battery. 

 

 

5. Conclusions 

This study demonstrates a novel method for 

optimizing system economics. The suggested system 

optimizes using the ARO algorithm. It comprises 

energy storage conditions and system-specific 

limitations. The PV/Wind/BESS combination 

provides the benefits of demand charge control, 

renewable energy time shifting, and capacity farming. 

Using the recommended strategy is noticed to 

enhance the cost savings. The suggested approach 

considers the fixed and time-of-use tariffs and 

determines SOC for each hour of the day in order to 

minimize the goal function considering state of health 

simultaneously. Several criteria are varied to evaluate 

the performance of the proposed system. The 

simulation is done utilizing Bhubaneswar, India's 

real-time irradiation and wind data. The results 

demonstrate the technological and financial benefits 

of integrating PV panels, WTG with BESS. The 

future scope of work can be extended to analyses the 

impact of electric vehicle integrated microgrid and 

optimal charging and discharging strategy. The effect 

of distribution transformer ageing can also be 

analysed for improving the life span and extending 

investment deferral period. 

 

Nomenclature 

Subscripts 

ARO Artificial rabbit optimisation 

BESS Battery energy storage system 

CF Cash flow 

CS Cuckoo search 

DE Differential evolution 

EGP Electricity grid price 

EMS Energy management system 

FIT Feed-in tariff 

GSA Gravitational search algorithm 

IMD Indian meteorological department 

MILP Mixed integer linear programming 

MW Molecular weight 

PSO Particle swarm optimization 

PV Photovoltaic 

RES Renewable energy sources 

SOC State of charge 

SOH State of health 

TLBO 
Teaching-learning-based 

optimization 

TOU Time of use 

WTG Wind turbine generation 

 

Parameters and variables 

A(t) Energy factor 

𝐵𝑖𝐶 Investment cost of BESS 

𝐵𝑟𝐶 Ageing cost of BESS 

𝐶𝑃 Cash inflow 

𝐶𝑟 Reference capacity of the battery 

𝐶𝑅 Cash outflow 

𝐼𝑏𝑎𝑡 Current of the battery 

𝜂𝑐𝑜𝑛𝑣 Converter efficiency 

𝜂𝑤𝑑 Wind turbine efficiency 

𝑁𝑏𝑎𝑡 Number of batteries connected in 

series 

𝑁𝑤 Number of wind turbines 

P{A(t)} Probability of energy factor 

𝑃𝐺𝑟𝑖𝑑 Power received from grid 

𝑃𝐿𝑜𝑎𝑑 Power supplied to load 

𝑃𝑃𝑉 Power generated by a PV panel 

𝑃𝑟𝑎𝑡𝑒𝑑𝑃𝑉 Rated power of each PV panel 

𝑃𝑏𝑎𝑡 Power supplied to battery 

𝜌 Density of air 

𝑅 Solar irradiance 

𝑅𝐶 Irradiance at a fixed radiation point 

𝑅𝑆𝑇𝐷 Irradiance under standard condition 

𝑃𝑊𝑇𝐺 Power generated by wind turbine 

𝑉𝑏𝑎𝑡 Voltage of the battery 

𝑣𝑐𝑖𝑛 Cut-in speed of wind turbine 

𝑣𝑐𝑜𝑢𝑡 Cut-out speed of wind turbine 

𝑣𝑟𝑑 Rated speed of wind turbine 

xi⃗⃗⃗   Position of individual rabbit in 

optimisation 

𝑍 Ageing coefficient 
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