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Abstract

Opportunistic networks in the Internet of Things (IoT) scenario, also known as OpploT, espouse 0T
devices interactions opportunistically imder to improve connectivity, the lifetime of the network,

and network reliability. An increase in opportunistic utilization is fostered by loT applications to find
communication opportunities whenever possible to route and deliver data efficienthisin t
opportunistic scenario, devising an efficient path for data delivery is a challenging work due to
uncertainty in the connection between the nodes and the selection of intermediate forwarder nodes for
data delivery towards the destination. Considerivgdcenario of uncertainty in device location and
exploiting I0T devices opportunistically, this paper propounds a routing algorithm for OpploT called
Hybrid Multi-Copy Routing Algorithm (HMCRA). The proposed algorithm finds potential forwarder
nodes by usg fuzzy logic wherein residual energy, distance, and speed of the nodes are considered as
input values while preparing fuzzy rules. Genetic Algorithm (GA) is considered along with fuzzy logic

to select an efficient path for data delivery. In GA, the yleddaken as the fitness function to select a
reliable path for data delivery. Simulation results of the proposed algorithm perform well in contrast
with relative existing routing algorithms with respect to latency, overhead ratio, delivery probability,
and hop count. The work uniqueness lies in the selection of potential nodes and finding path having
less hop count in an opportunistic 10T network scenario.
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Introduction

The rapid increase of smart devices, which helps in daily activities, such as phablets,
smartwatches, smartphones, and tablets, links directly to the Interneteallthe world,
enabling devices to collect, process, and communicate data without the assistance of the
human is called as IoT. An increase in devices connecting to the internet leads to high traffic
over cellular networks. At the end of 2017, globalidall data traffic reached approximately

11.5 exabytes per month, and by 2022 it is expected to grow to 77 exabytes e Hixeuat

V. G. 2016 and Ippisch, A., et al 2018raffic growth gives rise to challenge networks and
Internet providers to cater tbe high demand for traffifJia, B., Li, W., & Zhou, T. 2017)

On the other hand, due to limited network coverage, mobile users will not have Internet
access while during emergencies (e.g., LTE or 3G). To address these challenges, a reliable
communicatio model termed Opportunistic Networks has been devised. Opportunistic
networks are challenged networ(goldrini, C., et al 200), termed as OppNets, which is an
expansion of Delayolerant networks (DTNs). In an OppNet, connectivity is sporadic, and
therewill be no direct path to communicate between two n(#lesma, D. K., et al., 20p7

hence the storearry and forward paradigm, as shownHigure 1, is used for message
transmission. Each node in a network will contain a buffer with a fixed sizertoastid carry

a message. Whenever it gets the opportunity to interact with a more desirable carrier, then it
forwards the message, and the medium like Bluetooth, Cellular networks, WiFi, to name a
few (Burgess, J., et al., 2007 and Makhlouta, J., et all)2@re used to communicate the
information among the nodes.
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Figure 1. Storecarry and Forward mechanism in OppNets

Due to the Opportunistic nature and the randomness of the node, the nodes in the
network will have the partial information about the natikvtopology(Ott, J., et al., 200)land
the best technique used for this type of network in routing is flooding and this result in high
resource consumption and also the congestion in the nef®Rark, J., et al 20)6OppNets
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can have mobile nodes liKexed nodes, vehicles and pedestrian ugéfsmad, K., et al.,
2017 and prodigiously applied on the applicatio(@adeh, L. A. 1965)like Wildlife
monitoring, Underwater Sensor Networks (USNs), Mobile Social Networks (MSNs), Military
Ad Hoc Networks (MANS$, etc.

The message transfer in opportunistic routing protocols occurs in two categories viz.
singlecopy and multicopy. In singlecopy routing, the whole network will have only one
message copy, and whenever the node carrying message fails, thentittaialesvill not
receive the message. Whereas flooding of messages to the whole network happens in case of
multi-copy, and multiple copies of the same message are maintained in order to increase
delivery probability. Routing in Mulicopy is categorizedchto 2 subclasses viz. limited and
unlimited routing protocols. In a limited protocol, messages are transmitted based on
probability so that copies of messages can be configured and limits the copies of unnecessary
messages, whereas, in unlimited routihg, inessage is disseminated to the whole network.

A. Motivation

Proposed work motivation includes the following: (1) Delivering data towards the destination
in an opportunistic 0T network is a challenging task due to the finding of intermediate
forwardernodes in dynamic routing. (2) Excess overhead on the resources of IoT network
during delivery of messages due to the use of multicopy while routing of data. (3) Finding the
reliable path between source and destination during the multipath scenario.

B. Contribution of t he paper includes the following

1. Use of fuzzy logic rules to select potential forwarder nodes to deliver messages. Rules
of fuzzy logic are formulated using energy, distance, and speed.

2. Use of GA to select reliable paths among multipath.
3. Various parameters optimization of loT network in an opportunistic scenario.

The following are the sections considered in the paper. In Section I, related routing
protocols for OppNets are reviewed. Section lll, presents the problem statement of this work.
In SectionlV, provides a description ohé system. Section V, the proposed HMCRA is
described. VI provides the simulation results, and Section VII, summarizes the paper.

Literature Review

The Epidemic Theorpased H + 1 hop Forwardinf@.ilien, L., et al., 2007 technique
combines the mulinop and 2 hops forwarding based on the epidemic theory. It uses a
multicopy technique for forwarding the messages, and for forwarding, it calculates the
equilibrium point by the SIR model of the basic epidemic thelbiyas a better efficiency in
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delay and message delivery. The DiPRoPHETfinidhi, N. N., et al., 200)9s an improved
version of PROPHET. An additional parameter called distance is added to the PROPHET to
produce better efficiency in the delivepyedictability, delay, and overhead. The MaxProp
(Srinidhi, N. N., et al., 200)9s an improved version of the Epidemic protocol designed with
the aim to improvise the latency rate and delivery rate of a message, and it was modeled for
vehiclebased DTNs.This protocol forwards the message to the highest probability node,
which is capable of transferring the message towards the destination and gives the high
priority to new messages to prevent the duplication in the network. The priorities for the
message ra given on the basis of a head start for new messages, historical data,
acknowledgment, hop count, and previous intermediary nodes.

Adaptive fuzzy Spray and Wait protoc@ok, P., et al., 20)3s an improvised spray
kind of routing scheme that consideéhe management of buffer and network overhead policy
into an adaptive type of protocol to estimate parameters locally. This method clearly
differentiates between dissemination and forwarding strategies. If the small message numbers
are higher than thefgrge messages will be delayed. If every message in the network is of the
same size, then a constant indicator to represent size will be considered instead of a priority. If
the buffer is full, then older messages will be deleted.

The authors propoundedeg HCMM model(Nelson, S. C., et al., 20p% control the
delay and also to balance the traffic in the OppNet. In this HCMM model, artificial bee
colony optimization is applied, and the bee's behavior is related to OppNets to achieve the
objective. But tis technique failed to optimize the network parameters because of the
frequently changing mobility behavior. ORBORKumar, S. D., & Kumar, B. V. 2008,
December)s an enhancement of Epidemic protocol; it finds the optimal path by selecting the
neighboringnodes which are moving towards the destination. In this protocol, it controls the
message replication by forwarding a copy of the message to the nodes which are moving in
the direction to the destination. If the node's direction is not towards the destitlaen the
node stops the replication. When ORBOPH is compared with the epidemic, it has a higher
buffer time, and that results in delay, but in case of overhead ratio, it is reduced.

GD-CAR (Borah, S. J., et al.,, 20}, 7various genetic operations aapplied to the
network in order to find the next best hop by using the context information to find the optimal
route. When compared with Prophet, the number of hops is less and delivers the message
faster, but the overhead ratio is high. Jia et(Bhurandher, S. K., et al., 20)3use a
markovian model to maximize the delivery ratio. This markovian model is applied to Spray
and Wait for the protocol to improve the delivery probability of the message. But this protocol
has many delays because the node Wwisccarrying the message has to wait until it gets the
opportunity to find the best forwarder node to spray the message. F&AC B TDhurandher,

S. K., et al., 2018,uses a game theory concept for finding the best next hop for forwarding
the packets tahe destination. An encounter and distance parameters are used to form the best
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strategy to select the best next forwarder using the techniquezenesum cooperative. It
yields better performance in hopcount, average latency, delivery probability, etaisBeof
contextbased behavior, it performs poorly in message delivery probability when compared to
PRoWait.

Problem Statement

Selection of potential forwarder node and finding a reliable path having fewer hop count in
order to disseminate messages tasathe destination with optimized hop number, latency,
and overhead is the problem statement of the proposed work.

Proposed Algorithm for Optimal Path

In this section, we apply the fuzzy rule to find the potential nodes to disseminate the message
and GA b find the optimal path.

A. Notations

Various notations used in the paper will be shown inTdiae1.

Table 1. Notations used in Proposed Algorithm

Symbols Description
e Consuming Energy of each node in a Network
ex Individual node consumed enerfpy transmitting a message in network
Erx Individual node consumed energy for receiving a message in network
Einit Initial energy
Eres Remaining energy
m neighboring nodes in the network
b Potential nodes.
Ts Sojourn time
c frequently contacted.
Mean number of nodes within the boundary
a Mean number of nodes with the message inside the boundary
Mean number of nodes without message inside the boundary
N\ Number of messages received
X Probability of message transferred successfully.

B. Assumptions

1 The propound HMCRA protocol assumes an OpploT network composed of N mobile
nodes; each node will store all the context information with sufficient buffer.
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1 The message creation is done at the source node, and it also selects the desitation
forward the message.

1 And no nodes will act maliciously in the network, and selected potential nodesl will be
allowed to forward the message till it reaches the destination.

C. System Model

Consider there is N number of mobile nodes in the OpploT network model which are being
carried by users with N = {n1, n2, ..., nn}, and these nodes will have Bluetooth/WiFi as their
wireless medium interface having range R as depict&igure2. The messge generated by

the nodes at any point in time will be forwarded to the intended nodes within its boundary.
Nodes in OppNets will have a fewer amount of contact time between nodes; hence, these
nodes will have a buffer to store these messages for ardegteeriod of time. Let's consider
message set M which will be forwarded to potential nodes within the boundary, and each of
these messages will have tutzelive (TTL) in the network.

(i [
£ i
Source Source
3 4~ ns 4~
i,
n4
) & 4 8
] L IR | i
‘n.' ;..‘uzl
§ n : . n
ol D i | ) HD\ U
. [f U B
l;l‘\lil\k!lilr" I;r«Iilmliuu
. Non potential node
[ Potential node

Figure 2. Node n5 located at (X, y), creates the message and chedbe destination node and makes the
boundary. At time t1, the source node n5 forwards the copy of the message to n4. But at time t2, the node
n4 will not forward the message to n10, which is within the boundary because the node is not a potential
node.

In Figure 2, the forwarding of messages in the network is briefed. Let's assume node
NIXN has m¥M message will come in contact with nodeXN2 which doesn't consider
message m in the buffer then the nlnode checks the nodessitidn if it is within the
boundary then it again checks for reliability if the node n2is potential then node nl sends a
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message to it. After receiving the message, the hop count field of node n2 is incremented by
1, and it is added to b. Whegrmessagesr i abl e b st

Overview of the Proposed Work

A. Boundary

In OppNets, there will be no direct connection from the source to the destination. If the
connection exists, then transfer the message to the destination or else find the
ofto coordinates of thsource node and destination node using location id through. GPS
LetS ofto andD alub be the coordinates of source and destination, are also two points on

the circle. The midpoint of the line segm&iO—h— , which represents the mier of

the circle and 3 $is the circle representation where @ w2 @ e . Consider the

circle equation having a center &hQ and radius equal fo® "Q w Q i
therefore, the equation of the required circle is

P70 @ o o (1)

Nodes in the network are carried by a human; hence nodes may be stable and dynamic.
If the source and destination nodes are stable, then the boundary will be fixed. If the nodes are
dynamic, then the boundary will be changed according to the distance sbtince and
destination.

Figure 3. When the source and destination node moves, at time t1 node n5 is located at (X, y) and the
destination is at(x', y'); when the source or destination moves close, the boundary will also become small
at time t2, at time t3 the boundary become smaller wdn source and destination moved to close.

1. smart mobiledevices are enabled with GPS and capable of capturing, storing location information.
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TheFigure3 shows the example of dynamic nodes at the timerhere the source node
is located atY afo and the destination node & cfud. Due to the dynamic nature, the
nodes move closer to theegtination, and meantime the boundary also becomes smaller at
time 0 . At the timets source node moves closer to the destination, and the boundary becomes
smaller than the boundary as isGnQ 0 . If the source and destination move far from each
othe than the boundary becomes bigger.

Theorem 5.1(Message availability)By Little's law and balanced equation for node density.
WhereB O @t the griticality condition.

0D"YO p )

is satisfied, the mean number of nodes in the boundary withéksage is given by

p
Yoo @

The mean number of nodes without a message, denoted \vidth

b
Y& &

3

Proof: By using the balance equations, we find the mean number of nodes. The mean number
of nodes in the nodes, which is having the message that leaves the boundary and also the
nodes which are not having the message and contact with the nodes having a nmessage a
successfully exchanging it. The mean sojourn time in the boundasainl assume the nodes

with a message are distributed uniformly within the boundary thenwill be nodes with

message leaving the boundary at tim&he nodes can exchangejaoe the message within
the boundary, and it is determined by the frequent encounter of a node with a message and a
node without a message. The mean rate of encounter of a node within the boundary is given
by c (the mean rate of two nodes comes in coptatd inside the boundary, it is multiplied

with the number of pair nodes at timés —— . Forthese contacts, which incsea
a 0 arethe two nodes (only one node of the two has the message) which contact each other
and exchange messagigccessfully. As) 0 —— the fraction of nodes having a message

in the boundary an¥ is the probability of a message successfully transferred. The mean rate
when & 0 increases aiare given by
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... A0 O0DO p .
¢n ao0op NAao w c w

Sinced o | p, can be approximate with the Equation (4) vl o &€ 6 O8M ¢ O'WB 0 Q

(4)

. a
W e — T 5
- (5)
Over time,n increases because of the arrival of new nodes into the boundary; when the
nodes leave the boundary without a message, rird#creases, and if nodes come into the
boundary without a message and contact the node, which is having a messagebyHence

Littleds | aw and balance equation, we get (3

@ &0

£ 6
= WT[ (6)

Optimal Multicopy Scheme (OMS)HMCRA is an optimal multcopy scheme, if a node
generates a message it also selects the destination node and creates a bouBdary
Similarly, if a node contacts another node within the boundary, a message is replicated only if
it is a potential nodel.et r be the replication rang®, is the Boundary, an® is the potential

node shown in Algorithm 1.

Algorithm 1: Replication of Message by noded &
Input: 0 Messages carried by the node
Output: Message Replication decision

forad v O do

ifj == Potenti athennode && r O B
Replicate _mtoj

Else

No Replication

Theorem 5.2: The Perbrmance of Floating ContentSicodiya, S., et al., 20)7with
replication range and availability range a does not exceed that of OMS m@h vthereB is
a Boundary.
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a

Figure 4. a) Floating Content, b) Proposed model

Proof: Let us consider the Floating Content that divides the locality into two regions viz., a
region with white circularand annular region grey radiiand a. Replication of contents
happen automatically within thie and probabilistically withina. But OMS has only one
region, as shown idrigure 4.b, and contents are replicated probabilistically in the white
circular regiorr.

At any time interval, lete 0 ande 0O beusers number within circular and annular
regions, respectively. The user's number within locality received concerned messages
whenever OMS is considered and givenrpy€ 0. But in the Floating content case, this
gives¢ 0 0z& 0. The OMS and Floating Content difference at titnie given by,

Yo p nz& 0 0z& 0 ™

B. Selecting the potential nodes by fuzzy logic

Fuzzy set theory is an efficient method in case of input uncertainty. Fuzzy firstly introduced
by Zadeh(Srinidhi, N. N., et al., 201) after considering fuzzy logic into the network, a set of
crisp values and fuzzy values are used to provide precise results. In an opportunistic network,
uncertainty is the key aspect; hence probabilistic theory is applied. Select all the nodes which
are inside the boundary and apply fuzzy rules to find the potential nodes, as shown in
Algorithm 2. The table will get updates at a regular instant time with the information respect
to the node, as potential or not, as showmhahle2 & 3. HereTable2 & 3, is identical to the
message forwarding scenario shown inuirég.

Table 2. Fuzzy updation table at time 1

Nodes Value
3 Potential
3 Potential
3 Potential
3 Potential
3 Non-potential
3 Potential
3 Potential
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Table 3. Fuzzy updationtable at time t

Nodes

Value

€

Potential

€

Potential

Potential

Potential

Potential

non potential

Potential

non potential

Potential

The fuzzy model with three linguistic input variables is applied within the boundary to

find the potential nodes, and it is accomplished in four steps, as shown below.

FIS

Linguistic Inputs

Distance

Figure 5. FIS

Output

The model with three inputs, which are basedcepargy, speed, and distance, are applied to

select the potential nodes, as depicted imfe§.

T Nodeds Taefiestfgzyy:input shown ifrigure6 is energy; in the network, each

node will consume energy for scan, transfer, and to receive the me¥dage () is
energy consumption, and it is calculated by addigwhich scans thdt,) message

transmission andrxy) message receivingndbde(n) is the consumption of energy by a
particul ar

Q Q

Q

Q

z g

node.

Hence

t he

nodeds

resi

(7)

dual
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Oe Qi b Q (8
where,’Q is the initial energy. The node's energy is deliberated at an instant time to
update the residual energy.

Low Medium High

=
0.3 04 0.5 06
input variable *Energy”

Figure 6. Energy Figure 7. Distance

Mombership function plots

Low Medium HPh

Figure 8. Speed

T Nodeds dlessecamd dugzy input is shown Kigure 7 is the distance, here
Euclidean distance is applied to find the distance between two nodes, and it is calculated
by using the Equation (9)

0¢ R W W W W ©)
Wheren; is the source node, amngdis a neighboring node.

T Nodeds Thephadefdzzy input shown ifrigure 8 is speed, and it is obtained by
Equation (10). Nodes in OpploT are dynamic and moves in various directions, also with
waffling speed. The nodes which are moving in over speed are discarded for message
transfer, and it is treated as unstable nodes.derdo find these types of nodes, the mean
speed is compared with the moving speed. If nodes speed is higher than that of mean
speed, then those nodes are rejected for delivering the data. The speed of the node is
calculated as follows
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[ H'QQQMOT OUL QI OGIORQQADO T | WeMQQQ (10)
If a negative value is generated by speed factor, then it is considered that node as
crossed the average speed, and it is moving in over speed, which makes the node not pertinent

for delivery of a message. Hence speed is also an important factor in selecting a potential
node.

1) Fuzzification ProcessThe process of transformation of a crisp value into a fuzzy value is
known as the fuzzification process. Here three input linguistic variablesoarected
with the AND operator. Triangular and trapezoidal are the membership functions used in
the proposed method to map crisp values to fuzzy sets. The less, average, and more are
considered as fuzzy values. Equation (11) provides a membership fuioctioare and is
represented as

0, x =<l
Mmora [.’1’:] = j___;_’ i1 =x = j’2 (11)
1, x =1,

Equation (12) provides a membership function for average and is represented as

Q, X< my
~— = omy < x =m,
Ty, — I,
Mawrege @)= 50 42
Mg~y

0, x =my

Equation (13) provides a membership function for less and is represented as

0, X =Ty
M, —x
Mlass (Ij = n.__—n: ! ﬂ: 5 x 5 ni (13)
1, X < T,

2) Fuzzy Interference RulBase:The FIS is adecisionmaking system that takes the inputs
and produces the outputs based on the interference rule. Mamdani FIS is used, and the
internal processing is based on fuzzy rules and fuzzy arithmetic. Equation (14) shows the
first input's inference rule.

do"QE Qi 6 § OYn QQRQH § @'QI 0 QAN L 6 6 PN (14
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Here three variables are taken as input, and each variable has three input values.
Therefore, 27 different rak will be there for all combinations of inputs as delineated in
TABLE 4.

Table 4. Fuzzy Rules

Sets Energy Speed Distance Output
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27

Where L = Less, A = Average, M = More.

3) Defuzzification: The final step after fuzzification is defuzzification. Equation (15) is used
to get the best crisp values based on the fuzzy sets using the mathematical method. There
are many types of defuzzifiers like the Centroid of Area (COA), MeaMakima
(MeOM), and many more. Among them, COA is considered for defuzzification. The
defuzzificationzc is given by

‘aaQa
g T a¥ (19

L aQa

Where, &, is the aggregated output membership function.
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C. Genetic Algorithm for Optimal Path

The genetic algorithm (GA's) have been successfully and widely used to solve the constrained
optimization problems based on the laws of natural evolution and gef&titsihi andet al.,
2017). The proposed algorithm uses the following function to apply a genetic algorithm.

Qansoegm

p% NN NweEoeE (16)

0@ NGOEDdE

Equation (16) explains if D (hop count) > 1where destination D receives a mesdage w
more than one hop cour@nsuindy GA is used. If D (hop count) = 1, then no need to apply
the GA, and it is considered as optimal path as shown in Algorithm 3.

A. Chromosome Initialization

The initial population is created by selecting all the potentiaes which are updated in the

b, and it is generated randomly. In the proposed work nodes are treated as gene, and the route
from source to destination is called a chromosome. A set of chromosomes is called a
population. Here intermediate nodes will diff during message transfer towards the
destination while keeping source and destination as constant. In each generation, the fitness
function is applied to the chromosome to evaluate and find a suitable chromosome for the
next generation. The population i&sultant generations is devised by selecting and altering

the suitable prior chromosomes. Only the suitable chromosomes are selected from the
population, and the rest of the chromosomes are discardegyure9, the chromosome$

6-7-D. Where S is theource, D is the destination and 3,6,7 are the intermediate nodes.

Gene
] 3 6 7 D
Figure 9. Chromosome Representation and
Initialization
Chromosome
S 3 6 7 D

B. Fitness Function

The core of the genetic algorithm is a fitness function and is also referred to as an objective
function. In other words, the fitness function is applied and evaluated on each chromosome to
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remove the poor chromosome. In the proposed genetic algoritheny,isledelected as a fitness
function; hence the path which is having fewer delay is elected.

s v s L. Y0 Ao
QN0 s’m)lsnwo'cnéoewwﬁ— (17)

C. Parents Selection

The selection of parents is carried out randomly; it is selected according to their best value of
fitness function, and parents who are best fitted are selected for crossover-thagsadkthe
chromosomes are selected on the basis of the fitness funCtivomosome, which is hag

the highest fitness value, islsected as a parent.

D. Crossing Over

Crossover is a technique to merge two best chromosomes to generate new offspring. The
concept behind crossover is that the offspring will be finer than tfenfsabecause it takes

only the best characteristics from each of the parents. Here thiitteesparents are selected

and applied the singlgoint crossover method to produce offspring.

Parent 1

Figure 10. SinglePoint Crossover

E. Mutation

The flipping of a random bit and changing the information of the chromosome is referred to
as a mutation. It is always applied to the offspring by checking the following four conditions.
The mutation is applied to the resulting offspring, and it is camigdon the following
conditions

1 Case 1: If the size of the chromosome is three, then only the middle node of the
chromosome is changed with the missing node.
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1 Case 2: If duplicate nodes are present in the chromosome, then flip the repeating
nodes with ne& nodes.

1 Case 3: If there are no repeating or missing nodes in the chromosome, then select any
two nodes randomly and move them.

1 Case 4: If the new offspring is smaller when compared with the average fitness of the
previously generated chromosome, thea tiode x of the chromosome y can be
changed.

Algorithm 3: Genetic Algorithm to Find Optimal Path

Input: Sel ect al l the nodes which are in b
Output: To find the optimal path

if hop count == 1then

it is an optimal path

else

@ é 6 P

Select all the nodes

Randomly initialize the chromosome

Apply the'QQo £"@Bi & & 0 TR & ¢ G——
Parents selection on rank base
Single Point cross over

Mutation
Optimal Path

Simulation and Results

A. Simulation Settings

This part of the section provides the evaluation of the proposed HMCRA, and the proposed
work is smulated using ONE simulatoiG@an, X., Chen, M., &Ohtsuki, T. 2012The
different parameters employed during simulation are represented in TABLUHeM, the
proposed HMCRA performance hasehecompared with Epidemid.i(ien, L., et al., 200},
Prophet Grinidhi, et al., 2019 and GTACR Dhurandher, S. K.et al., 2018 routing
protocols, with changing TTL values from100 to 300 seconds, nodes nénorines1 to 198,

and interval of message creation from 25 to35 seconds.

B. Simulation results and performance analysis

This section provides the proposed algorithm performance in comparison to probability of
delivery, time in the buffer, hop count, ovealderatio, and latency in par with relative
algorithms.
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Table 5. Simulation Parameters

Parameters Value

Area Considered (4,300 x 3,500) sq. m
Nodes Considered 198

Nodes Group 6

Pedestrians Group 3
Pedestrianés Wal ki n|0.571.5km/h
Buffer sizeof pedestrian 15 Mb

Trams Group 3

Nodes Number in each trams group 2

Tram Speed 6.5 Km/h
Transmitting speed of Bluetooth 250 K

Range of Bluetooth 20 meters

TTL for each message in group 100 minutes

Interval of message 25- 35 seconds

Size of themessage 500Kb- 1Mb

Mobility model Shortage path mapased movement model
Time allocated for simulation 100000 seconds

Figurell, Figure12, andFigure13 compars the average latency of various algorithms
when the nodes number, TTL, and interval of message generation is varied accordingly.
HMCRA average latency is lesser in contrast with all other relative routing algorithms, which
is resultant of efficient routingfadata in a path with less number of hops obtained after
applying HMCRA. Hence, HMCRA minimizes latency during routing of data from source to
destination.

Avglatency Vs Number of nodes Avglatency Vs TTL
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1000
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L
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Figure 11. Average vs nodes number Figure 12. Average latency vs TTL
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AvgLatency Vs Msg Generation Interval
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Figure 13. Average latency vs interval of message
generation

Figure 14. Hop count vs TTL

HopCount Vs Number of nodes
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Figure 15. Hop count vs nodes number

Figure 14, Figure 15, andFigure 16 provide an effect on hop count when the nodes
number, TTL, and interval of message generation is varied accordingly in par with relative
algorithms. HMCRA uses fewer hops in forderg ader data from source to destination
when compared to other similaouting algorithms HMCRA takes a fewer amount of hop
count while delivering data towards the destination on par with relative algorithms. HMCRA
algorithm selects potential nodes by making use of fuzzy rules. Here node having a higher
value in fuzzy willbe taken into consideration. These nodes data will be forwarded in the
reliable path having fewer hops obtained after applying GA. GA provides a path with a fewer
number of hops after doing mutation and crossover. Finally, data is forwarded from efficient

nodes in a reliable path obtained after applying fuzzy logic and GA.
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HopCount Vs Msg Generation Interval Delivery Probability Vs TTL
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Figure 16. Comparison of the hop count vs Figure 17. Delivery probability vs TTL

message generation

Figurel17, Figure 18, andFigure 19 provide the probability of delivering packets when
the nodes number, TTL, and generation of messages interval is changed respectively, and it is
compared along with relative algorithms considered. The HMCRA better performs than the
various consideredigorithms with respect to the probability of delivering messages towards
the destination as the proposed HMCRA selects only nodes having optimal value with respect
to distance, speed, and energy, which are considered as parameters. These selected nodes aid
in delivering data towards a reliable path selected using the proposed algorithm for longer
time results in an increased probability of message delivery.

Delivery Probability Vs Number of nodes Delivery Probability Vs Msg Generation interval
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Figure 18. Delivery probability vs nodes number Figure 19. Delivery probability vs message
generation

Figure 20 provides an overhead graph when compared with the interval of generating
the message, and results are compared with considered algorithm types. HMCRA has a less
overhead ratio in comparison to variooiher types of considered algorithms is due to the
forwarding of data in the reliable path having less number of hops and this less amount of
hops will reduce network overhead. The selection of reliable nodes using the proposed
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algorithm will help prolongnodes' lifetime which reduces overhead in selecting nodes for
forwarding of data towards the destination.

Overheadratio Vs Msg Generation Interval BufferTimeAvg Vs Number of nodes
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Figure 20. Comparison of the overhead ratio Figure 21. Comparison of the average buffer
vs interval of message generation time vs nodes number
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Figure 22. Comparison of the buffer time Figure 23. Comparison of the buffer time
average vs TTL average vs interval of message generation

Figure21, Figure22 andFigure23 delineate the effect on average buffer time when the
nodes number, TTL, and Interval of Message Generation is varied accordingly and compared
with various similar algorithms. HMCRA has almost similar average buffer time compared to
Epidemic routing beamuse of time spent in finding potential next forwarder node with high
delivery probability keeps message for an extended period of time than the normal, and when
the nodes number increases, the amount of time taken in order to find potential forwarder
nodes also increases. In contrast, the average buffer time taken is slightly lesser than the
Epidemic. Increased TTL will also have a similar impact as the message stays longer time in
the buffer space of the node without being forwarded. The proposed algawtrage buffer
time is almost similar to that of epidemic routing.
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Conclusion and Future Work

Improving the performance of the IoT network in an opportunistic scenario is very much
important due to the frequent change in the movement of nodes andtheaiability of the

fixed routing paths. In order to address these challenges, HMCRA, which is acomylti
routing algorithm, is propounded, which uses fuzzy logic rules to select potential nodes and
provides a reliable path for forwarding data towad#stination using GA. The results
obtained after evaluating the proposed method using simulation concludes the following (i)
During the selection process of nodes, the proposed method differentiates nodes into potential
and nonpotential nodes based on thdes of fuzzy logic to forward the data and to reduce
the nodes failure rate while data forwarding towards the destination. (i) HMCRA uses GA in
order to selectliable path among various other available path with the help of carrying
mutation and crosser on the obtained resultant set. (iii) Proposed algorithm result
outperforms in terms of various network parameters in par with similar considered
algorithms, while average buffer time remains almost similar to Epidemic routing algorithm.
Further to tis solution the algorithm can be made more efficient by minimizing nodes
selection time which has negative impact on overall message time in the buffer and also it
could be made more efficient by considering energy conserving solution while routing of data
towards the destination.
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