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ABSTRACT ARTICLE INFO

In this study, single machine scheduling with flexible
maintenance is investigated with non-resumable jobs by
minimizing the weighted number of tardy jobs. It is
assumed that the machine stops for a constant interval
time during the scheduling period to perform mainte-
nance. In other words, the starting time of maintenance
is the decision variable. By reviewing the literature, we
noticed that this problem has not been studied yet. Ini-
tially, it is proved that the problem is NP-hard. Then,
a mathematical model is proposed and solved by the
GAMS software. Because of the long time for solving
the problem with an exact method, we develop a heuris-
tic algorithm. To evaluate the efficiency of the
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1 Abstract continued

proposed algorithm, 696 test problems with different sizes of the problem in the
range from 1 to 2000 jobs, are generated. The computational results demonstrate
that the average error of solution is 10.93%.

2 Introduction

Nowadays, the scheduling problems have found the wide applications in the pro-
duction systems. Most of these scheduling problems suppose that the machine
must work continuously during the planning horizon [2], while the unavailability
periods appear often in the industry due to a machine breakdown (in stochastic
case) or a preventive maintenance (in deterministic case) during the scheduling
period. Therefore, a more realistic scheduling model can be taken into account in
the period called unavailability constraint. This assumption is not true in many
production environments. In fact, the machine may be not available during some
periods like the maintenance operations [2].

The scheduling problems with availability constraint fall into two general cate-
gories based on the condition of unavailability constraint. In fact, it can be fixed
or flexible. In the scheduling problem with one or periodic flexible maintenance,
it is assumed that the starting time of the maintenance process is a decision vari-
able [4]. In some problems with a flexible maintenance, it is assumed that the
maintenance period [Un, Ln] is previously specified and the maintenance time does
not fall outside of the maintenance period (Pn ≤ Ln − Un). The time Un (Ln)
is as the earliest (latest) time in which the machine maintenance starts (stops).
Whereas, there aren’t many studies in this field, so this research is focused on
flexible unavailability constraint.
Considering the first group of the problems with fixed availability constraint,
Kacem and Chu [12] studied the problem by minimizing total weighted comple-
tion time with a fixed unavailability constraint (denoted by 1, h1||

∑
ciWi) and

developed three heuristic algorithms for the problem. Kacem [10] showed that the
worst case performance of the third heuristic proposed in Kacem and Chu [12]
is 2. Kacem et al. [11] developed a mixed integer programming model (MIP), a
dynamic programming model and a branch-and-bound algorithm for solving the
problem 1, h1||

∑
ciwi.

Liao and Chen [14] studied the problem by minimizing the number of tardy jobs on
a single machine with the periodic maintenance. They proposed a heuristic algo-
rithm with O(n2

∑
pi) and a branch-and-bound algorithm for solving the problem.

Considering the second group of the scheduling problems with flexible unavailabil-



105 F. Ganji / JAC 50 issue 2, December 2018, PP. 103 - 119

ity constraint, Yang et.al [22] proved that the single machine scheduling problem
with a flexible maintenance by minimizing the makespan is NP-hard. They pro-
vided a heuristic algorithm with complexity O(n log n) to find a good solution for
the problem. Chen [7] proposed two mixed binary integer programming (BIP)
models for solving the single machine scheduling problem with a flexible mainte-
nance to minimize the total tardiness (denoted by 1, h1|f |

∑
Ti), while Chen [5]

developed two mixed BIP models for the problem 1, h1|f |Cmax. Also, Chen [6]
developed two mixed BIP models for solving the problem 1, h1|f |F̄ with the re-
sumable and non-resumable jobs.
Low et.al [15] studied the single machine scheduling problem with the flexible
periodic maintenance to minimize the makespan and developed a heuristic algo-
rithm for this problem. Qi [20] studied 1, h1|f |

∑
Ci and 1, h1|f |Lmax and showed

that these problems are NP-hard. Sbihi and Varnier [21] considered the single
machine scheduling problem with several flexible maintenance periods consider-
ing maximum allowed continues working time of the machine is previously deter-
mined. Graves and Lee [9] considered several single machine scheduling problems
with semi-resumable jobs and the flexible maintenance scheduled under situation.
Their objective functions are total completion time and maximum lateness. Also,
they showed these problems are NP-complete.
Ganji et.al [8] considered the minimizing maximum earliness on single machine
problem with flexible maintenance. Mashkani and Moslehi [16] studied the schedul-
ing problem considering minimizing number of tardy jobs and flexible availability
constraint.
Few researchers have taken into account the weighted number of tardy jobs.
Whereas, this objective function has an extensive application in the industrial
environment. Also, this objective has some effects on the external costs related to
customer satisfaction. Considering this function, Moore [18] studied the problem
1||

∑
Ui and provided an algorithm for solving the problem, optimally. Lee [13]

considered the problem 1, h1|r|
∑

Ui and proved that the problem is NP-hard. In
addition, he showed that the algorithm proposed by Moore can obtain the optimal
solution for this problem. Also, Lee [13] showed that when the Moore and Hodj-
son’s algorithm is applied for solving the problem 1, h1|nr|

∑
Ui.

Molaee [17] studied the single machine scheduling problem with a fixed unavail-
ability constraint for minimizing the maximum earliness in addition to the number
of tardy jobs (denoted by 1, h1||Emax, 1, h1||

∑
Ui) and proposed a heuristic algo-

rithm and a branch-and-bound method for solving the problem.
In this paper, the single machine scheduling problem with one flexible maintenance
period and non-resumable jobs is considered by minimizing the weighted number
of the tardy jobs. It is assumed there is a flexible maintenance period that its
starting time is as the decision variable. Moreover, the idle time is not allowed.
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The rest of this paper is organized as follows: the problem is described in Section
3. Notation and mathematical model is presented in Section 4. Section 5 is aimed
at proposing heuristic algorithm. Computational experiments are then given in
Section 6 to demonstrate the effectiveness of algorithm, followed by the conclusion
in Section 7.

3 Preliminary

The problem 1|nr− fa|
∑

wiUi is considered as scheduling n jobs on a single ma-
chine with the target of minimizing the weighted number of the tardy jobs. It is
assumed that no idle time is allowed on the machine and all jobs are non-resumable
and available at zero time. Also, all data are integer. The time Un (Ln) is the ear-
liest (latest) time in which the machine starts (stops) its maintenance. Meanwhile,
the period [Un, Ln] is assumed to be specified in advance and time Pn does not
exceed the period (i.e. Pn ≤ Ln−Un). The number of the tardy jobs is calculated
in a sequence as follows: NT =

∑n
i=1 Ui, where

∑
Ui denotes the number of the

tardy jobs. If Ci > di (i = 1, . . . , n), then Ui = 1; Otherwise, Ui = 0. If all jobs
are processed before the start of maintenance activity, the problem converts to
scheduling the single machine without the availability constraint and its optimal
solution is obtained by applying the Moore and Hodjson’s algorithm [18].
However, in this paper we assume that, the relation Ln − Pn <

∑
pi is always

true. Since the problem 1|nr − fa|
∑

wiUi has not been addressed in the liter-
ature, first, we discuss its complexity. Yang et al. [22] considered the problem
1|nr− fa|Cmax and showed that this problem is NP-hard. Each problem with the
objective function Cmax can be reduced to Lmax and this function also reduces to∑

Ui [19]. Therefore, the complexity of the problem with the objective function∑
Ui is not less than the complexity of Cmax. Also, the problem 1||

∑
wiUi can

reduce to 1||
∑

Ui, as well. Hence, the problem 1|nr−fa|
∑

wiUi is also NP-hard.

4 Notations and mathematical modeling

In this section, we define notations and decision variables to model the problem
1|nr − fa|

∑
wiUi. Then a mathematical model is proposed. The following nota-

tions are used in this section:

Problem parameters:

n: Number of the jobs
J : Set of all jobs
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pj: Processing time for job j
dj: Due date for job j
wj: weight of job j
M : large number
Ln: Earliest maintenance starting time for the maintenance activity
Un: Latest maintenance completion time for the maintenance activity
Pn: Maintenance time

Decision variables:

Sj: start time of job j
Sn: start time of maintenance activity
Cj: completion time of job j
Cn: completion time of maintenance activity
Xjl: 1 if job l scheduled after job j, 0, otherwise
X0l: 1 if job l scheduled at first position in sequence, 0, otherwise
Xj(n+1): 1 if job j scheduled at last position in sequence, 0, otherwise
Yj: 1 if maintenance activity scheduled after job j, 0, otherwise
Uj: 1 if Cj > dj , 0, otherwise

The mathematical model

A mixed integer programming is proposed as follows:
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minZ :
∑n

j=1wjUj (1)

st :∑n
j=1 xjl = 1 l = 1, 2, . . . , n (2)∑n+1
l=1 xjl = 1 j = 1, 2, . . . , n (3)∑n
l=1 x0l ≤ 1 (4)∑n
j=1 xj(n+1) = 1 (5)

xjj = 0 j = 1, 2, . . . , n (6)∑n
j=1 xjl =

∑n+1
l=1 xjl l = 1, 2, . . . , n j = 1, 2, . . . , n (7)

xjl ∈ {0, 1} j = 0 l = n + 1 (8)
Sl ≥ 0 l = 1, 2, . . . , n (9)
Sl ≥ Cj + (xjl − 1)M ∀j, l j 6= l (10)
Sn ≥ Ln (11)
Cn ≤ Un (12)
Sn ≥ Cj + (Yj − 1)M j = 1, 2, . . . , n (13)
Sj ≥ Cn − YjM j = 1, 2, . . . , n (14)
Cj = Sj + Pj j = 1, 2, . . . , n (15)
Cn = Sn + Pn (16)
Cj − dj ≥MUj j = 1, 2, . . . , n (17)
Yj, Uj ∈ {0, 1} j = 1, 2, . . . , n (18)

Objective function (1) minimizes total weight of number of delays. Constraint
(2) to (8) shows that schedules are feasible. Constraint (2) and (3) ensure that
only one job is assigned to each position of the sequence of jobs. Constraint (4)
and (5) ensure that only one assignment is assigned in the initial and final posi-
tions of the job sequence. Constraint (6) shows that a job cannot be processed
twice. Constraint (7) creates an inconsistent and compatible sequence. Constraint
(8) also determine decision variable as a binary variable. Constraint (9) and (10)
find starting time of each job. Constraint (9) ensure non-negative time of start-
ing each job. Constraint (10) is also a set of individual constraints, which shows
that if job l is assigned after work j, the start time of job l should be at least as
long as the completion time of job j. Constraint (11) and (12) ensure that the
maintenance operation (net) will be performed within the permitted time inter-
val [Ln, Un]. Constraint (13) implies that if maintenance operation assign after
job j starting time is at least as long as completion time of the job. Otherwise
constraint will be activated and shows start time of job j after the completion of
maintenance operation. Constraint (15) determine completion time of each job.
Constraint (16) determine the completion time of the maintenance operation as
the sum of the start and processing time. Constraint (17) will be also activated
in the event of delay in completion dead line and assign unit penalty to that job.
Finally Constraint (18) explains binary type of decision variable
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5 Heuristic algorithm

In this section, Heuristic algorithm is presented with the name of WSFTA for
the problem 1|nr − fa|

∑
wiUi, due to the floating of the jobs and maintenance

activity.
Before starting the algorithm, some of the symbols and required definitions are
explained as follows:
EJj: Completion time of job j
SJj: Start time of job j
EJnet: Start time of maintenance activity
SJnet: Completion time of maintenance activity
Block1: The interval from the first time of scheduling period to the latest time of
doing maintenance activity
Block2: The interval from the earliest time of doing maintenance to the end of
scheduling period
Sj: The floating which is defined in block 1 for the job j
Sj: The floating which is defined in block 2 for the job j

The floating of the job j is calculated in various conditions as follows:

- floating of maintenance activity:

S = Un−
∑

SJj≥Lnet & EJj<Unet

Pj−( EJ
SJk<Lnet & EJk<Unet

k− EJ
SJk<Lnet & EJk<Unet

net), S ′ = 0

- floating the job j if dj ≤ Un

S = EJj − Pj −
∑

EJn<EJj

Pn, S
′ = 0

- floating the job j if dj < Un

S = EJj −
∑

EJj<EJj & EJj<Un

Pn − Pnet

S′ = EJj−Pj−Ln−
∑

EJnet<EJnet & EJj>Ln & SJj>EJnet

Pn−( EJ
SJk<Lnet & EJk<Unet

k− EJ
SJk<Lnet & EJk<Unet

net)
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WSFTA Algorithm

Step 1 Put the maintenance activity at the end of the permitted maintenance
period, [SJnet, EJnet]. As Un = EJnet, SJnet = Un − Pn, Go to step 2.

Step 2 if there is a job that Pj > dj, put this job out of the scheduling, Go to
step 3.

Step 3 calculate rj as rj = wj/Pj. Sort them in descending order. (A job with
more quantity of rj has higher priority for enter scheduling), go to step 4.

Step 4 if all of the jobs are in scheduling (j > n) go to step 8. Otherwise choose
job j from according priority. Then go to step 5.

Step 5 put job j at the end of its due date [SJj, EJj] = [dj − Pj, dj]. If no job
has been assigned in this period, go to step 6; Otherwise go to step 7.

Step 6 update floating mode of all jobs that are located in scheduling based on
the calculated floats-section and then go to step 4.

Step 7 if there is another activity with a higher priority in which is called job k,
scheduling will be updated from floating S, S as follows:

• If S ′k ≥ Pj then using floating Sk should put job j in scheduling.

• If S ′k ≤ Pj& Sk ≥ Pj then using floating Sk should put job j in schedul-
ing.

• If S ′k ≤ Pj& Sk < Pj then Put job j out of the scheduling.

Update EJ, SJ of all jobs that are located in scheduling. And go to
step 6.

Step 8 if possible shift all the job towards the origin of scheduling and go to step
9.

Step 9 among jobs which are out of the scheduling, put those with higher rj at
the end of the scheduling.

Step 10 exit.
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6 Computational results

In this section, in order to evaluate the performance of the proposed algorithm, a
numerical experiment is carried out on a PC with 3GB RAM, Core 2Duo, CPU
P8400, and P4 in a Windows 7 environment. We generate the parameter values
in set [3,7,8,11,15]. Moreover, 24 series of the instances are generated as follows:
N ∈ [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600,
700, 800, 900, 1000, 2000]
Pi ∈ [1, 10] using discrete uniform distribution
di ∈ [(1− C −Q/2)

∑n
k=1 Pk, (1− C + Q/2)

∑n
k=1 Pk] using discrete uniform dis-

tribution
Un ∈ {1/4

∑n
i=1 Pk, 2/4

∑n
i=1 Pk, 3/4

∑n
i=1 Pk}

Ln = Un + 30
Pn ∈ [1, 15], [16, 30] using discrete uniform distribution.
Following the above assumption, we derive 696 test problems and distribute them
to each individual group. For solving these test problems, 3600 seconds time limit
is considered. It must be mentioned that, from references [1, 6], the processing
times of the test problems are generated by the discrete uniform distribution in
interval [1, 100].
Table 1,2,3 and 4 present the result of the test problems that they solved by exact
and heuristic algorithm (WSFTA). Column “time of GAMS” and “time of WS-
FTA” showed the time of solving the test problems by the GAMS AND WSFTA
method respectively. For solving these instance problems, 3600 seconds time con-
straint is applied. The sign “*” in the table means that the associated problems
haven’t reached optimal solution.
According to the tables 1,2,3 and 4, it is observed that exact method can’t solve
problems optimally with number of jobs greater than 10 in time limit considered,
but heuristic method, can solve the problems optimally greater than 400 jobs in
all 24 series and it can solve the problems up to 1000 jobs in some series like series
17 to 24. The cause of this fact, is the maintenance activity assign to the end of its
period and more jobs can scheduled in Block1 and the floating S and complexity
of problems is decreased. Overall, these results present some good performance of
heuristic algorithm in feasible time. Table 5 presents the specifications of series
and the error bound of performance between exact and proposed heuristic algo-
rithm in based on the percentage of optimality solved samples. These results show
that the maximum error bound between exact and heuristic methods in optimality
performance is 10.93.
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7 Conclusion

In this study, single machine scheduling with flexible maintenance is considered to
minimize the weighted number of tardy jobs. The starting time of maintenance
is the decision variable and, initially, it is proved that the problem is NP-hard.
Then, a mathematical model is proposed and solved by the GAMS software. For
improving the time of solving the problems, a heuristic algorithm (WSFTA) is
developed. To evaluate the efficiency of the proposed algorithms, 696 test problems
with different sizes of the problem in the range from 1 to 2000 jobs, are generated.
The computational results demonstrate that the number of problems that are
solved optimally using GAMS isn’t up to 10 jobs but heuristic algorithm can solve
the problems up to 1000 jobs with maximum error bound 10.93% in optimality.
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