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Abstract 

This study aimed at providing a systematic method to analyze the characteristics of 
customers’ purchasing behavior in order to improve the performance of customer 
relationship management system. For this purpose, the improved model of LRFM 
(including Length, Recency, Frequency, and Monetary indices) was utilized which 
is now a more common model than the basic RFM model apt for analyzing the 
customer lifetime value. Since the RFM model does not take the customers’ loyalty 
into consideration, the LRFM model has instead been applied for making 
amendments. Contrary to most of the past studies in which the statistical clustering 
techniques were used besides the RFM or LRFM model, the current study has 
provided the possibility of clustering analysis by importing the LRFM indices into 
the framework of a fuzzy inference system. The results obtained for a wholesale 
firm based on the proposed approach indicated that there was a significant difference 
between clusters in terms of the four indices of LRFM. Therefore, this approach can 
be well utilized for clustering the customers and for studying their characteristics. 
The strong point of this approach compared to the older ones is its high flexibility, 
because in which it is not needed to re-cluster the customers and to reformulate the 
strategies when the number of customers is increased or decreased. Finally, after 
analyzing the attributes of each cluster, some suggestions on marketing strategies 
were made to be compatible with clusters, and totally, to improve the performance 
of customer relationship management system. 
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Introduction 

Today’s new economy is widely focused on better service providing, 
and the present age is called as the customer oriented economy by 
most of the analysts; an approach by adopting which the organizations 
are forced to establish long-term relationships with their customers 
rather than interacting temporarily (Gupta et al., 2006; Chen, 2006). 
Accordingly, in the highly competitive markets in which most firms 
are customer oriented, the CRM system is subsequently complicated. 
The Pareto Principle, also known as the 80:20 rule, suggests that 20℅ 
of each company’s customers are corresponded for 80% of its 
transactions, profit, and even its problems (Kumar, 2010). Considering 
this issue, many experts believe that companies should not incur extra 
costs to acquire any customer at any profitability level; instead, they 
should make an optimal use of their restricted resources in order to 
acquire and retain the key customers (Blattberg, Gary, & Jacquelyn, 
2001). Therefore, a large number of previous studies have focused 
more on allocation of marketing resources (Blattberg & Deighton, 
1996) and on impact of marketing strategies on future value of the 
attracted customers (Gupta et al., 2006; Gupta & Zeithaml, 2006).  

Most of the companies have understood that customer databases 
are very important assets (Jones, Mothersbaugh, & Beatty, 2000) that 
could be used to analyze the customer characteristics in order to 
formulate the appropriate marketing strategies and to customize them 
(Kim, Suh, & Hwang, 2003). The RFM (Recency, Frequency, 
Monetary indices) is one of the models for analyzing the customer 
characteristics based upon customer data mining, which has a long 
history of being applied in the direct marketing (Wei, Lin, Weng, & 
Wu, 2012; Kafashpoor & Alizadeh, 2012). 

Despite being used in so many studies, according to some 
researchers, the basic RFM model cannot effectively distinguish 
between the different customers based on the length of their 
relationship (Reinartz & Kumar, 2000). The length of the relationship 
means the interval between the first and the last purchases of a certain 
customer. Given this issue, the current study attempts to analyze the 
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customer characteristics using the four-dimensional LRFM model 
(Chang & Tsay, 2004) derived from the basic RFM model and 
customer clustering analysis. This model is considered as a data 
mining tool in the CRM system (Ngai, Xiu, & Chau, 2009) in which L 
represents for the length of the relationship. 

Even though most LRFM-based researches have drawn on 
statistical clustering techniques, the current research opens a new way 
for customer clustering analysis by drawing on Fuzzy Inference 
System (FIS). In other words, previous studies have clustered the 
customers by means of statistical techniques; while in the current 
paper, the customer clustering is performed based on LRFM indices 
within the framework of an FIS. This highly flexible system provides 
a definition of clusters based on all the possible combinations of the 
four LRFM dimensions and determines the status of each of the given 
customers within the different clusters. 

The proposed approach provides a basis for identifying the 
customer characteristics, selecting the appropriate marketing 
strategies, and optimally allocating the resources to improve the 
performance of CRM system. 

Literature Review 

Customer Relationship Management 

Though the emergence of CRM, commonly known as a significant 
approach in business, dates back to the 1990s, it still does not have a 
unique accepted definition (Ngai, 2005; Ling & Yen, 2001). New 
definitions of CRM have much considered it as a comprehensive and 
strategic process used for maximizing the customer value (Ngai, Xiu, 
& Chau, 2009). Accordingly, Parvatiyar and Sheth (2001) defined the 
CRM as an all-inclusive strategic process of attraction, retention and 
partnership of the selected customers with regard to the generated 
value for both the company and the customer. Similarly, Kumar and 
Reinartz (2006) defined the CRM as a strategic process of selecting 
the customers of high profitability and interacting with them to 
optimize their current and future value for the organization.  
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A CRM system is divided into three general dimensions by Mishra 
and Mishra (2009): Operational, analytical, and collaborative CRM. 
The first part is focused on automation of business processes (He, Xu, 
Huang, & Deng, 2004), or in another sense of the word, supports the 
administrative processes. The second one analyzes the customers’ 
behavioral characteristics in line with the CRM strategies by utilizing 
data mining tools (Mishra & Mishra, 2009) for effectively allocating 
the resources to the profitable customers cluster. The last one comes to 
build relationships as well as to coordinate and collaborate with 
customers ensuring their future contact with the company through 
telephone, electronic post, website, etcetera (Teo, Devadoss, & Pan, 
2006).  

We are of the opinion that, amongst the above mentioned 
dimensions, the analytical CRM plays a pivotal role; particularly, for 
analyzing the Customer Lifetime Value (CLV). The customer lifetime 
is comprised of three distinct phases: 1) attracting the customers by 
identifying the status of potential and actual customers; 2) increasing 
the customers’ value by recognizing the CLV and customizing the 
products and services to comply with the customers’ needs; and 3) 
retaining the good customers by identifying the loyal customers and 
formulating the appropriate marketing strategies and programs for 
them as well as for those who are more likely to leave the company 
(Snoeck, 2012). The strategy of customer relationship management 
has been of great research interests of academicians, to such an extent 
that more than 600 studies have been conducted only during the years 
1997 to 2001 (Romano, 2001).  

Customer Lifetime Value Analysis 
CLV is one of the most widely used approaches in analytical CRM 
which can be utilized as a CRM tool for analyzing the customers’ 
characteristics and behaviors (Krstevski & Mancheski, 2016). There is 
a variety of definitions for CLV. Kotler (2003) has defined CLV as 
the Net Present Value (NPV) that can be acquired during a customer’s 
lifetime. Accordingly, a profitable customer is a person or a company 
whose earning flow is greater than the costs spent on attracting, selling 
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to, and servicing. Kumar and Shah (2004) have also defined CLV as 
the expected value of a company from interacting with a customer 
from now until a certain point in the future. Generally, in the last two 
decades, a surge of studies on CLV have been conducted (e.g., Gupta 
et al., 2006; Kahreh, Tive, Babania, & Hesan, 2014; Rust, Lemon, & 
Zeithaml, 2004; Verhoef, Franses, & Hoekstra, 2001, Vigneau, 
Endrizzi, & Qannari, 2011; Xu, Tang, & Yao, 2008), citing this notion 
along with similar terms such as customer value, lifetime value, 
customer equity, and customer profitability (Hwang, Jung, & Suh, 
2004). 

As most experts believe (e.g., Blattberg, Gary, & Jacquelyn, 2001; 
Gupta et al., 2006; Castéran, Meyer-Waarden, & Reinartz, 2017), 
rather than paying costs for obtaining any customer with any level of 
profitability, companies should allocate their limited resources to 
worthier customers. In doing so, CLV has increasingly been valued as 
an important aspect of marketing (Donkers, Verhoef, & Jong, 2007; 
Venkatesan & Kumar, 2004; Verhoef et al., 2001; Kumar & Pansari, 
2016). Creating customer value in alignment with decision making 
can promote the worth of a company. As yet researchers have 
introduced and applied a variety of methods for the analysis of CLV, 
namely, the RFM and LRFM models which are depicted below. 

RFM and LRFM Models 

The RFM is one of the most well-known methods used for customer 
value analysis and customer clustering (Chang, Huang, & Wu, 2010; 
Chen, 2012; Zalaghi & Varzi, 2014), and essentially provides 
desirable statistical data for such purposes. It was originally 
introduced by Hughes (1994) with a three-dimensional framework 
comprised of recency (i.e., recent transaction time), frequency (i.e., 
buying frequency) and monetary (i.e., monetary value) indices. 
Recency refers to the number of days or months since the last 
purchase was made in a given time period. Frequency is defined as the 
number of purchases in a certain time period. Monetary refers to the 
total amount of money spent during a specific period of time 
(Kafashpoor & Alizadeh, 2012).  
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The RFM model has been applied in industry and direct marketing 
for more than 30 years, mostly due to its simplicity (Gupta et al., 
2006). This model is grounded on the analysis of customer’s past 
behavior and assumes that those with a desirable value for each of the 
model’s indices are the best customers as long as their future behavior 
is the same as the past (Keiningham, Aksoy, & Bejou, 2006). 
Miglautsch (2000) drew on this model to open a way for figuring out 
the CLV. In addition, Hu and Jing (2008) performed customer 
segmentation in aftersales firms via the RFM model. They classified 
relevant customers into 8 clusters using K-means clustering method, 
and ultimately, after analyzing customer characteristics, determined 
their lifetime value in each cluster. Moreover, this model was utilized 
for analyzing the customer value in an outfitter (Wu, Chang, & Lo, 
2009). After collecting data, the customers were clustered into 6 
groups via K-Means method using RFM indices, and customers’ 
characteristics within the clusters were analyzed using CLV analysis; 
suggestions were made on the implementation of promotion programs 
which were proportional to different customer clusters. 

As many researchers postulate (e.g., Daoud, Amine, Bouikhalene, 
& Lbibb, 2015; Chow & Holden, 1997; Kao, Wu, Chen, & Chang, 
2011), the basic RFM model never copes with customer loyalty, 
which principally refers to the relationship between customer and 
company. This model, as Reinartz and Kumar (2000) posit, is unable 
to make distinctions between the customers of long-term relationship 
and those of short-term whilst rise in the length of the relationship will 
improve customer loyalty. Considering this fact, Chang and Tsay 
(2004) added another dimension (i.e., customer relationship length) to 
the initial RFM model and developed a new one in which the 
customers are classified into 5 groups and 16 clusters based on 
different combinations of LRFM indices (see Figure 1). In this model, 
the symbol (↑) stands for a temporal index whose medium value in the 
cluster is higher than its medium value in all data, and the symbol (↓) 
refers to an index which its medium value in the cluster is lower than 
that in all data. For instance, in the cluster of high value loyal 
customers (LRFM ↑↓↑↑), the medium values of length, frequency, and 
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monetary indices are higher than their medium value in all data; and 
the medium value of recency index is lower than its medium value in 
all data. As such, clustering analysis of all the customers can be 
implemented. Table 1 illustrates the definition of LRFM indices as 
they were used in Chang and Tsay’s study (2004) and in the current 
study. 

 
Figure 1. Customer clustering on a customer loyalty matrix basis (Chang & Tsay, 2004) 

Table 1 . Definition for Dimensions of LRFM Model 

Definitions Dimensions 

The number of days from the first to the last visit date in a given time 
period 

Length (L) 

The number of days since the last purchase in a given time period Recency (R) 

The number of purchase made in a given time period Frequency (F) 

The total amount of money spent during a given period of time Monetary (M) 

Li, Dai, and Tseng (2011) analyzed customer characteristics of a 
textiles factory through a two-stage clustering method which its basis 
was the LRFM model. After data were processed, the optimum 
number of clusters was determined via the Ward index and customers 
were segmented into five clusters using K-means, and analysis of the 
attributes of each cluster was carried out by LRFM scoring method. 
This model was also employed for market segmentation of a 
children’s dental clinic in Taiwan by Wei et al. (2012) who made use 
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of the adopting Self-Organizing Maps (SOM) technique to perform 
customer clustering and to analyze the attributes of each identified 
clusters. Table 2 provides a summary of the most relevant researches 
on customers’ purchasing behavior based on indices of RFM and 
LRFM models. 

Table 2. A Review on Previous Researches 

Research Indices Clustering method 

Hughes (1994) RFM - 

Miglautsch (2000) RFM - 

Shih and Liu (2003) RFM K-means clustering 

Chang and Tsay (2004) LRFM Self-organizing maps (SOM) 

Hu and Jing (2008) RFM K-means clustering 

Bin, Peiji, and Dan (2008) RFM K-means clustering 

Wu et al. (2009) RFM K-means clustering 

Chang et al. (2010) RFM K-means clustering 

Li et al. (2011) LRFM Two-Step clustering 

Wei et al. (2012) LRFM SOM 

Chen (2012) RFM C-means clustering 

Kafashpoor and Alizadeh (2012) RFM Hierarchical Clustering 

Alvandi, Fazli, and Abdoli (2012) LRFM K-means clustering 

Zalaghi and Varzi (2014) RFM K-means clustering 

Daoud et al. (2015) LRFM K-means clustering and SOM 

As seen, the statistical techniques such as K-means clustering, C-
means clustering, hierarchical clustering, and etcetera are usually 
utilized for clustering analysis of customers’ purchasing behavior. In 
such techniques, every time the number of customers changes, the 
clustering analysis and formulating the appropriate marketing 
strategies must be reaccomplished. To cope with such a limitation, the 
current study has exploited the FIS for clustering analysis. In this 
system, in order to analyze the customers’ behaviors, Fuzzy general 
rules as well as the appropriate strategies are already defined. And so, 
by entering each customer data into the system, the position of the 
customer amongst the defined clusters, and subsequently, the 
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appropriate strategy are determined. Therefore, compared to other 
clustering statistical techniques, FIS is having more flexibility and 
functionality. 

Fuzzy Inference System 

The term "fuzzy sets" was initially coined in an article published by 
Zadeh (1965) exactly with the same title. Contrary to the classical 
sets, a fuzzy set has no certain boundaries, and accordingly, fuzzy 
logic or reasoning of fuzzy sets, contradicts the logic of crisp numbers 
(Klir & Yuan, 1995). FIS is a computational framework based upon 
fuzzy sets, if-then rules, and fuzzy reasoning through which the 
mapping from given inputs to outputs is formulated by fuzzy logic 
(Opresnik, Fiasché, Taisch, & Hirsch, 2017). FIS was first employed 
by Mamdani and Assilian (1975) to synthesize linguistic control rules 
for human operators’ experiences. Since then, the system has been 
applied to a wide range of fields. 

As demonstrated by Figure 2, an FIS has 5 major components 
(Foong, Chee, & Wei, 2009): 1) input variables fuzzification process, 
where the degrees of membership in each of the fuzzy sets are 
assigned to inputs using membership functions, 2) application of fuzzy 
operators: fuzzy operators (i.e., OR & AND) are used for combining 
the truth degrees of the components and producing a value as the truth 
degree of the given proposition, the resultant (crisp) value obtained 
from this process is applied to the output function, 3) application of 
the implication method, where the value obtained from the previous 
stage is transformed and converted into a fuzzy set using a function 
based on the defined rules, 4) aggregation of the outputs, a process in 
which the fuzzy sets representing the outputs from each of the rules 
are combined and put into a fuzzy set framework; in other words, the 
output of this process is fuzzy sets per output variable, and 5) 
defuzzification: since the resultant product of the prior stage is a 
limited range of output values, it is necessary to obtain a crisp value 
for output in order to make the final decision; this is what the 
defuzzification process does. 
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Figure 2. Components of the FIS (Foong et al., 2009) 

Research method 

Research Framework 

The current study has integrated the LRFM model into an FIS 
framework in order to render customer clustering analysis for market 
segmentation. Our proposed approach was applied to 210 customers 
of a glass and crystal dishes wholesale company, titled as Quds 
Crystal & Glass Commercial Company located in Razavi Khorasan 
Province, northeast of Iran. Figure 3 shows the executive framework 
of this research. As evident from this process, first of all, the indices 
of the LRFM model (Length, Recency, Frequency, and Monetary) for 
each customer are extracted from customer database. Afterwards, 
these data are entered into the designed FIS, and customers are 
classified into different clusters within a framework based upon the 
system output. After validating the clustering, the characteristics of 
the customers of each cluster are analyzed. Ultimately, marketing 
strategies suited to customers in each cluster are suggested on the 
basis of market segmentation. The following gives a more detailed 
account of this process. 

 

Figure 3. Framework of the study  
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Defining and Extracting the LRFM Indices 

The timescale considered for the extraction of LRFM indices from the 
company’s customer database was from March 23 in 2012 to March 
20 in 2015. This study took into account the following definitions for 
these indices: The length index referred to as the time interval 
(number of days) between the first and the last purchases by the 
customer within the given timescale; the recency index as the time 
interval (day) between the last purchase and by the end of the 
mentioned timescale; the frequency index defined as the number of 
times purchase was made by the customer within the above timescale; 
and monetary index as the sum of the amount of money spent by the 
customer (on the basis of Iran’s monetary unit, in million Rial) for 
purchasing within the given timescale. Table 3 illustrates the 
descriptive statistics of collected data. 

Table 3. Descriptive Statistics of LRFM 

Monetary 
(M) 

Frequency 
(F) 

Recency 
(R) 

Length 
 (L) 

 

6507 224 344 355 Min 
3 1 1 15 Max 

220.76 18.11 73.84 150.9 Average 

688.65 33.8 85.81 103.77 Standard deviation 

 

Designing the Fuzzy Inference System 

This paper made use of the software program MATLAB R2014a to 
design the adopted Mamdani-type FIS. To set the initial parameters 
for designing the system, the following methods were used: The Min 
inference method for AND operator, Min method for implication, 
Max method for aggregation, and Mean of Maximum (MoM) method 
for defuzzification. The fuzzy logic controller of MoM defuzzification 
method, at first, reveals the scaled function of having the greatest 
membership degree, and then, it specifies a typical numerical value for 
that membership function. This value is the average of values 
corresponding to the membership degree at which the function was 
scaled. The inputs for the designed inference system included length, 
recency, frequency, and monetary indices and the output of this 
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Table 4. Describing the Membership Functions for Inputs 

Numerical parameters
Inputs 

Up (U)Low (L)

(100,200,355,-)(-,15,100,200)Length (L) 
(60,90,344,-)(-,1,60,90)Recency (R) 
(10,30,244,-)(-,1,10,30,30)Frequency (F)

(120,320,6507,-
)(-,3,120,320) Monetary (M) 

Defining the fuzzy rules of the system 

In order to define the attributes of clusters, Chang and Tsay’s (2004) 
classification was utilized. They identified 16 clusters within a 5-
group framework based upon different combinations of LRFM 
dimensions. Table 5 shows the details based on which the clusters are 
defined as well as the attributes of each cluster. The fifth column of 
the table demonstrates the status of each of the LRFM indices.  

Table 5. Describing the Groups and Clusters 

Cluster 
Type 

LRFM Cluster name Cluster Group name Group 

LFM High value loyal customers C1 

Core customers 1 LM Platinum customers C2 

LF  
High frequency buying 

customers 
C3 

LRFM Potential loyal customers C4 

Potential 
customers 

2 LRM  
Potential consumption 

customers 
C5 

LRF  
Potential high frequency 

customers 
C6 

FM High value new customers C7 

New customers 3 
M  

Spender promotion 
customers 

C8 

F  
Frequency promotion 

customers 
C9 

Uncertain Uncertain new customers C10 
RFM High value lost customers C11 

Lost customers 4 
RM  

Consumption lost 
customers 

C12 

RF Frequency lost customers C13 
R Uncertain lost customers C14 

L  
Low consumption cost 

customers 
C15 Consuming 

resource 
customers 

5 
LR  

High consumption cost 
customers 

C16 
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In the basic RFM model, the symbols of (↑) and (↓) has been 
respectively used for the values higher and lower than the average; 
however, in this study, the symbol (↑) stands for the status of a given 
index as being placed in the high class (Up) and the symbol (↓) as 
being placed in the low class (Low). The type of the clusters is also 
determined with respect to the status of the items. For instance, the 
items of L, F, and M took the status of (↑) in Cluster 1; thereby, this 
cluster being designated as LFM. 

In order to define the fuzzy rules based on definitions of customer 
clusters and groups, the if-then logic was applied. Since the approach 
of the current study for clustering is the same as Chang and Tsay’s 
(2004), 16 rules were ultimately defined with regard to the features 
attributed to each of the 16 clusters of the above-mentioned 
classification, which its more details can be seen in Table 6. 

Table 6. The Rules of the FIS 

1. If (Length is U) and (Recency is L) and (Frequency is U) and (Monetary is U) then (Type is LFM) 

2. If (Length is U) and (Recency is L) and (Frequency is L) and (Monetary is U) then (Type is LM) 

3. If (Length is U) and (Recency is L) and (Frequency is U) and (Monetary is L) then (Type is LF) 

4. If (Length is U) and (Recency is U) and (Frequency is U) and (Monetary is U) then (Type is LRFM) 

5. If (Length is U) and (Recency is U) and (Frequency is L) and (Monetary is U) then (Type is LRM) 

6. If (Length is U) and (Recency is U) and (Frequency is U) and (Monetary is L) then (Type is LRF) 

7. If (Length is L) and (Recency is L) and (Frequency is U) and (Monetary is U) then (Type is FM) 

8. If (Length is L) and (Recency is L) and (Frequency is L) and (Monetary is U) then (Type is M) 

9. If (Length is L) and (Recency is L) and (Frequency is U) and (Monetary is L) then (Type is F) 

10. If (Length is L) and (Recency is L) and (Frequency is L) and (Monetary is L) then (Type is uncertain) 

11. If (Length is L) and (Recency is U) and (Frequency is U) and (Monetary is U) then (Type is RFM) 

12. If (Length is L) and (Recency is U) and (Frequency is L) and (Monetary is U) then (Type is RM) 

13. If (Length is L) and (Recency is U) and (Frequency is U) and (Monetary is L) then (Type is RF) 

14. If (Length is L) and (Recency is U) and (Frequency is L) and (Monetary is L) then (Type is R) 

15. If (Length is U) and (Recency is L) and (Frequency is L) and (Monetary is L) then (Type is L) 

16. If (Length is U) and (Recency is U) and (Frequency is L) and (Monetary is L) then (Type is LR) 

 
Defining the membership functions of the system outputs 

As it can be observed in Table 7, for defining the membership 
functions of the system’s outputs, triangular membership functions 
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were used. This table shows a scoring range for each of the clusters. 
Indeed, the output of designed FIS is a value between 0 and 16 for 
each of the customers based on which specific cluster is assigned to 
them. The scoring range allocated to each of the clusters is determined 
arbitrarily (for more details, see Figure 6). 

In the designed system, a customer may be placed in and belong to 
more than one cluster due to the fuzzy definition of inputs; this 
conveys the concept of fuzzy clustering. Putting it differently, the 
designed system is capable of displaying the status of each customer 
amongst the different clusters in the fuzzy form through the system 
output. Besides, as the system employed the MoM method for 
defuzzification process, a customer’s final score was determined 
based on the highest score amongst the relevant clusters. In other 
words, in this case, the system identifies the status of a customer based 
upon the highest degree of membership in clusters. Therefore, this 
further capability has been added to the system so as to finally specify 
the cluster in which a customer has the highest membership; this can 
be accomplished by the allocated score. 

Table 7. Describing the Membership Functions for Outputs 

Score Numerical parameters Type Cluster 

(15,16] (15,16,16) LFM 1 
(14,15] (14,15,15) LM 2 

(13,14] (13,14,14) LF 3 

(12,13] (12,13,13) LRFM 4 

(11,12] (11,12,12) LRM 5 
(10,11] (10,11,11) LRF 6 
(9,10] (9,10,10) FM 7 
(8,9] (8,9,9) M 8 
(7,8] (7,8,8) F 9 
(6,7] (6,7,7) uncertain10 
(5,6] (5,6,6) RFM 11 
(4,5] (4,5,5) RM 12 
(3,4] (3,4,4) RF 13 
(2,3] (2,3,3) R 14 
(1,2] (1,2,2) L 15 

(0,1] (0,1,1) LR 16 
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14, 15, 16, 1, 9, 12, 3, 7, 5, 2, 6, and 8. As for analysis of the customer 
groups, 11.91℅ of customers were placed in Group 1 (core 
customers), 4.29℅ in Group 2 (potential customers), 29.52℅ in Group 
3 (new customers), 24.76℅ in Group 4 (lost customers) and 29.52℅ in 
Group 5 (consuming resource customers). Therefore, the highest 
number of customers belonged to the groups of new customers and 
consuming resource customers, and the lowest number to the potential 
customers group. 

Table 8. Results of Customer Clustering in the FIS 

Value in 
group 
(%) 

Value in 
cluster 

(%) 

Average 
Cluster Group Monetary 

(M) 
Frequency 

(F) 
Recency 

(R) 
Length 

(L) 

25 (11.91) 
14 (6.66) 213.55 25.16 63.26 1227.48 C1 

1 4 (1.9) 170.04 40.87 27.87 406.86 C2 
7 (3.33) 149.95 49.47 22.95 207.70 C3 

9 (4.29) 
0 - - - - C4 

2 5 (2.38) 160.05 41.33 29.33 399.46 C5 
4 (1.9) 149.20 48.41 20.75 98.35 C6 

62 (29.52) 

6 (2.86) 172.00 32.46 38.54 519.34 C7 

3 2 (0.95) 150.71 45.28 21.18 144.01 C8 
12 (5.71) 149.02 56.52 15.65 70.40 C9 
42 (20) 136.41 73.69 10.56 44.26 C10 

52 (24.76) 

0 - - - - C11 

4 11 (5.24) 141.07 63.87 13.48 85.89 C12 
0 - - - - C13 

41 (19.52) 138.42 88.16 8.81 31.09 C14 

62 (29.52) 
39 (18.57) 138.85 81.08 9.53 36.78 C15 

5 
23 (10.95) 138.79 88.06 8.74 30.05 C16 

210 (100%) 210 (100%)      Sum 

 
In order to validate the performed clustering, the ANOVA 

technique was conducted to evaluate the significance of difference in 
the mean value of length, recency, frequency, and monetary indices 
between the different clusters. Previously, we checked normality of 
clusters and made sure that we face with clusters of having normal 
distribution, because all the kurtosis and skewness coefficients were 
placed in allowed range of ±2. Referring to this, we were authorized to 
use this technique results which are shown in Table 9. As it can be 
seen and given this fact that the p-value for all the LRFM indices is 
less than .01, this hypothesis that the mean value of LRFM indices 
significantly differ between clusters was confirmed (at confidence 
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level of .99). With regard to F-statistics for each of the LRFM indices, 
the length index with the highest value (91.272) has made the greatest 
contribution to create the clusters or to differentiate them from each 
other. In this respect, the recency, frequency, and monetary indices are 
given the next ranks. 

Table 9. Results of ANOVA for LRFM Indices 

  Sum of Squares 
Degree of 
freedom 

Mean Square F-test p-value 

Length 
Between Groups 1916699.048 12 159724.921 91.272 0.000 
Within Groups 344745.852 197 1749.979   

Total 2261444.900 209    

Recency 
Between Groups 993593.581 12 82799.465 29.508 0.000 
Within Groups 552777.543 197 2805.977   

Total 1546371.124 209    

Frequency 
Between Groups 150507.925 12 12542.327 27.620 0.000 
Within Groups 89457.332 197 454.098   

Total 239965.257 209    

Monetary 
Between Groups 56384652.995 12 4698721.083 21.424 0.000 
Within Groups 43205765.494 197 219318.607   

Total 99590418.489 209    

 

Discussion and Implications 

In this study, an FIS was designed based on LRFM indices in order to 
label customer clusters and to improve the performance of CRM 
system. In previous studies focusing on RFM model (e.g., Hu & Jing, 
2008; Wu et al., 2009) and those focusing on LRFM model (e.g., Li et 
al., 2011; Wei et al., 2012), the customers are clustered by using the 
statistical techniques. Unlikely, the current study has performed the 
customer clustering based on LRFM indices but in the framework of 
an FIS. The strong point of FIS compared to statistical techniques is 
its high flexibility. As the number of customers is increased or 
decreased, when using the statistical techniques, each time it is needed 
to re-cluster the customers and based on which reformulate the 
appropriate marketing and CRM strategies. That is while in FIS-based 
clustering, the clusters of having predefined rules, and subsequently, 
their relating strategies do not change, but the position of each new 
customer within the clusters would be determined according to the 
system output. 

This system is capable of identifying customers’ profile based on 
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the status of LRFM indices so as to pinpoint their place within one of 
the 16 clusters created from different combinations of these indices, 
and within the five customer groups including the core customers, 
potential customers, new customers, lost customers, and consuming 
resource customers. By entering the index values for each customer, 
the designed system has the ability to both exhibit a customer’s status 
between different clusters in fuzzy form and determine the cluster in 
which the customer has the highest membership degree using the 
allocated score. 

By implementing this system for clustering the customers of Quds 
Crystal and Glass Company, they were ultimately put into 13 clusters 
and it was recognized that the following three customer types did not 
exist for the company: Potential loyal customers, high value lost 
customers, and frequency lost customers. Out of the studied 
customers, 11.9℅ were placed in core customers group, 4.29℅ in 
potential customer, 29.52℅ in new customers, 24.76℅ in lost 
customers, and 29.52℅ in consuming resource customers. As evident, 
most of the company’s customers belong to the types of new 
customers and consuming resource customers. With a closer look, 
they were put in the following clusters based on the population density 
respectively: 20℅ in the uncertain new customers cluster, 19.52℅ in 
the uncertain lost customers, 18.57℅ in low consumption cost 
customers, 6.66℅ in high value loyal customers, 5.71℅ in frequency 
promotion customers, 5.24℅ in consuming lost customers, 3.33℅ in 
high frequency buying customers, 2.86℅ in high value new 
customers, 2.38℅ in the potential consumption customers, 1.9℅ in 
each of the clusters of platinum customers, and .95℅ in the potential 
high frequency customers cluster. 

The analysis of customers’ characteristics for each cluster will 
contribute to adopt the appropriate marketing strategies in line with 
the company’s CRM system. On the other hand, implementing the 
marketing strategies compatible with each cluster will result in 
optimal allocation of resources. In other words, by putting away the 
policy of applying the same marketing strategies, and instead, by 
implementing the effective strategies compatible with each cluster 
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considering the customers’ characteristics we can save the company’s 
financial resources and improve the effectiveness of allocating the 
other resources as well.  

Grounded on this, we recommend the company to further focus on 
those belonging to the core customers group and attempt to retain such 
customers via developing suitable interaction facilities and 
promotional tools, because they are the worthiest or gold customers. 
Furthermore, since the recency index has been low in the potential 
customers group, the company should discover the reason for such a 
distance by contacting through telephone, email, fax, and etcetera, and 
come to solve the problem using the leverages like informative 
advertisements. In terms of new customers group, we suggest that 
more attention should be paid to high value new customers and loyalty 
would be inspired by providing them with transactional satisfaction. In 
addition, by considering special volume discounts consistent with the 
status of customers in Cluster 3 (high frequency buying customers), 
Cluster 6 (potential high frequency customers), and Cluster 9 
(frequency promotion customers), the value of monetary index for 
these customer types can be increased. Even though the customers in 
other groups are less worthy, they should not be treated with 
incuriosity; rather, various studies and analyses are required for 
understanding their behavioral attributes given their identified 
clusters. Overall, the proposed approach of this study can provide an 
outline for understanding and analyzing the characteristics of different 
customers and for selecting the appropriate marketing strategies in 
order to improve the performance of CRM system. 
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