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ABSTRACT 

In this paper, a new combination of Artificial Neural Network (ANN), Markov Chain (MC), and Multi 

Objective Land Allocation (MOLA) was proposed and evaluated to simulate multiple land use changes 

using GIS-based techniques and multi temporal remote sensing data. The main objective of this paper is to 

predict land use changes for Tehran, the biggest and capital city of Iran. In this regard, by integration of 

ANN, MC, and MOLA, we found the pixels that have the highest tendency to change their states from one 

land use category to others. An ANN model was applied to create Transition Potential Maps (TPMs), and 

an MC model was used to calculate the quantity of the changes. Finally, a MOLA model was employed for 

spatial allocation of new changes. In order to analyze the effects of proximity, three types of neighborhood 

filters were combined with MOLA. The proposed method achieved 92.62%, 95.49%, and 92.74% of kappa 

index of agreement (KIA), overall accuracy (OA), and kappa of location (Klocation), respectively.  This 

method was applied for Tehran to predict the situation in year 2020. The trend of the changes shows that 

the urban growth is moving toward southwest of the city, where the areas with poor infrastructure are 

situated. 
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1. Introduction 

     and developing countries inThe world in general

particular, confront the urbanization and expansion 

phenomena caused by industrialization and globalization of 

societies (Rafiee et al., 2013). If urbanization is not 

accompanied by management and planning, it will cause a 

large number of problems (Jiang et al., 2013). Researches 

show that the problems of the overcrowded cities are the 

pattern of development compared with its amount (Barton, 

1990; Randolph, 2004). 

     Various factors such as migration to urban areas, 

increasing fertility, and socioeconomic factors are causing 

land use changes (Xia et al., 2016). With a more population 

and burgeoning economy, new constructions will be started 

which cause land use to change from farm lands, gardens, 

and forests to buildings. The destruction of crops and 

farmlands not only harms the environment, but it also 

causes economic losses. Therefore, to avoid these threats, 

all land use changes must obey an appropriate plan, which 

demonstrates the need for land use changes simulation. The 

land use changes can be modeled using various methods 

such as Cellular Automata (CA), artificial neural network 

(ANN) based models, regression based models, Agent 

Based (AB) models, and combined methods. 

     A cellular automaton is one of the most widely used 

approaches in urban expansion and land use changes 

simulation studies (Batty & Xie, 1994; Feng & Liu, 2013; 

García et al., 2012; Mitsova et al., 2011; Tan et al., 2015; 

White & Engelen, 1993) and it is an efficient tool for 
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simulation of land use changes. On one hand, applying 

neighborhood effect in simulation process is known as an 

advantage of this method (Lai et al., 2013). On the other 

hand, the incapability to determine transition rules is the 

main problem of the CA, which can be solved in 

combination with other methods (Basse  et al., 2014). 

     ANN is one of the best data mining tools that can be 

applied in simulation of land use changes. There are various 

networks in ANN that are used in land use changes 

simulation studies, including Multi-Layer Perceptron 

(MLP)(Ahmed & Ahmed, 2012; Lin et al., 2011; 

Pijanowski et al., 2002; Pijanowski et al., 2014; Shafizadeh-

Moghadam et al., 2015; Yeh & Li, 2003), Radial Basis 

Function (RBF)(Shafizadeh-Moghadam et al., 2015; Wang 

& Li, 2011), and also, Support Vector Machine (SVM) 

(Huang et al., 2009; Xie, 2006) were applied to model the 

influential factors and to produce transition potential maps 

(TPMs). Another useful method for simulation of land use 

changes is regression (Molowny-Horas et al., 2015). Both 

the linear regression and the multiple regression use the 

Least Square (LS) method to integrate the socio-economic 

factors and create TPMs (Yan et al., 2013). In addition, 

Logistic Regression (LR) is one of the regression based 

models that is useful in bivariate problems. This method is 

used in various studies in the land use changes simulation 

(Achmadet al., 2015; Alsharif & Pradhan, 2014; Hong et 

al., 2015; Lin et al., 2011; Schneider & Pontius, 2001; 

Tayyebiet al., 2014). In fact, this method is a modified 

version of the linear regression that considers a weight for 

each variable using Maximum Likelihood (ML) 

(Kleinbaum et al., 2013). This method cannot be applied for 

multiple land use changes simulation and it is required to be 

integrated with other methods such as Ant Colony (AC), 

MOLA, and genetic algorithms (GAs).  

     Agent Based (AB) models focus on human activities. In 

these models, agents are the main elements of the process. 

These models produce an ultimate behavior by simulating 

the behavior of each individual member of the system 

(Hosseinali & Alesheikh, 2014). Working with these 

models is difficult since the transition rules must be defined 

by the agents. These models have been used in many 

studies (Bakkeret al., 2015; Hosseinali et al., 2013; 

Matthews et al., 2007). 

     Finally, there are various types of combined models in 

simulating land use change such as: CA-MC (Halmy et al., 

2015; Nouri et al. , 2014; Rendanaet al., 2015; Wang et al., 

2012), LR-CA (Munshiet al., 2014), ANN-CA (Basse et al., 

2014; Yanget al., 2016; Yanget al., 2016), and Genetic-CA 

(Foroutan & Delavar, 2012; Porta et al., 2013). All these 

methods have attempted to cover the problems of each 

individual method by combining different methods. 

     Tehran is the capital city of Iran and it is one of the most 

populated cities in the world. Urban management and 

planning is one of an important issue for this city and 

simulation of its land use change is one of the important 

parts, as well. Accordingly, this paper presents a new 

method for simulation of multiple land use changes that 

combines Artificial Neural Network (ANN), Markov Chain 

(MC), and Multi Objective Land Allocation (MOLA). ANN 

was used to produce the TPMs. In this regard, the minimum 

RMSE value was used to determine the best ANN 

architecture. The MC model was applied for quantification 

of the changes. In order to integrate the Transition Potential 

Maps (TPMs) and the results of MC for producing the final 

land use map, the MOLA method was employed. In 

addition, this paper presents a method for applying a 

neighborhood filter in MOLA to contribute the effects of 

proximity. In order to achieve the performance of the 

neighborhood filter, the proposed method was applied in 

four scenarios. To consider losing each land use, in this 

paper, the cycle is completed and the simulation process 

was performed for the background of the map, i.e., open 

lands. For validating the model, the ROC operates on the 

predicted TPMs, and then the predicted maps of 2014 were 

compared with the reference land use map using the 

confusion matrix. Section 2 of this paper explains the 

algorithms used in the simulation process and introduces the 

study area and its specifications. In Section 3, the proposed 

method is explained. The validation and discussion of the 

applied method is provided in Section 4. Finally, the 

conclusions and future works are presented in Section 5.  

 

2. Materials and Methods   

     In this paper, a new method of simulating multiple land 

use changes is introduced which combines ANN, MC, and 

MOLA. An overview of the proposed method is shown in 

Figure 1 in which the dash rectangles show the initial input 

data, the snip corner rectangles show the processes, and the 

simple rectangles shows the process outputs.  

Previous studies (Lin et al., 2011; Pijanowski et al., 2002; 

Yeh & Li, 2003) revealed that integration of these factors 

needed a strong intelligent method; therefore, the ANN 

approach was selected. ANN integrates the factors to 

produce the TPMs. Moreover, due to the efficiency of MC 

method for quantifying the changes, this method was 

applied using the historical maps of 2002 and 2008. 

Eventually, to produce the land use map of 2014, TPMs and 

the results of the MC model were combined. The ANN and 

MC methods did not consider the spatial effects, so a 

method had to be chosen which considered these effects. 

Then, the result of the ANN and MC were introduced to the 

MOLA-Neighborhood algorithm to predict the land use 

map of 2014. 

2.1 Methodology 

     In this section, at first, we explain the designed artificial 

neural network and its specifications. Then, in Section 

2.1.2, the Markov chain model is introduced, and 

afterwards, the MOLA method is described in Section 2.1.3, 

and finally, the concepts of the neighborhood is explained 

in Section 2.1.4. 

 

2.1.1 Artificial Neural Network 

     ANN Systems are computational methods for machine 

learning and knowledge representation which this 

knowledge is applied to predict the output of complex 

systems (Lin et al., 2005). The main idea of ANNs was 

inspired from the biological nervous systems work to 

process data in order to learn and produce knowledge. 
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Figure 1. Flowchart of the proposed method 

 

 

  

Figure 2. Architecture of  the proposed ANN 

  
 

 

     An ANN contains a network of simple processing 

elements, i.e., neurons (Figure 2), which can represent the 

overall complex behavior of the relationship among a large 

number of processing elements (Grekousis et al., 2013). 

ANN is a practical tool for pattern recognition and learning 

ofcomplex relations (Basse et al., 2014). This algorithm is 

applied in various fields due to its ease of use, availability 

in many software, high accuracy, easy human interface, and 

capability to learn complex and non-linear relations. Unlike 

other methods, this method is able to work with a few 

numbers of training data without any specific statistical 

variable. Moreover, the statistical distribution of the data 
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does not affect the ANN (Basse et al., 2014). According to 

Figure 2, ANN consists of three layers including input 

layer, hidden layer, and output layer. The input vector is 

applied to the input neurons and its effects are propagated 

through the hidden layer to the output layer. The Back 

Propagation (BP) algorithm was used for ANN learning. In 

this regard, the initial weights of each neuron were selected 

randomly, and the calculated output for a set of inputs is 

compared with the expected output of those inputs. This 

algorithm performs in several epochs; using Eq. (1), the 

Root Mean Square Error (RMSE) calculates the differences 

between the calculated and expected output values (Paola & 

Schowengerdt, 1995): 
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where n is the number of training data, Yi is the actual 

observation, and Ŷi is the model output. 

In this study, TPM is the ANN output, which is produced 

based on the weights derived in learning process according 

to Eqs. (2)-(3) (Lin, 1996): 

 

 

 
(2) 

 
(3) 

where Oi, Oj, and Ok show the input, hidden, and output 

layer neurons, respectively; Wi,j denotes the connected 

weight between neuron i of input layer and neuron j of 

hidden layer ; Wj,k shows the connected weight between 

neuron j of hidden layer and neuron k of output layer; b is 

the bias value; and f is the transfer function. 

     The hyperbolic tangent sigmoid function [Eq. (4)] and a 

linear function [Eq. (5)] are considered as transfer function 

for hidden and output layers (Lin, 1996): 
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     In this study, an ANN was applied to produce TPM for 

each land use using influenced factors, i.e., independent 

variables (Section 3.1.2), of land use change and the 

behavior of the changes, i.e., dependent variable (Section 

3.1.3), in recent years. 

 

2.1.2 Markov Chain 

     Markov chain is a model that expresses the probability 

of changes from one class to other classes using a transition 

matrix (Moghadam & Helbich, 2013). Transition 

probabilities represent the likelihood of changing pixel’s 

class to other classes in the next period (Kumar et al., 

2014). In MC model, the next state only depends on the 

current state and not on the previous state and the 

neighborhoods. In land use change issues, this method 

predicts the state of land-uses in t1 using both transition 

matrix and the state of the land-uses in t0. The spatial 

parameter is not considered by MC model (Sun et al., 

2016). In this regard, it is necessary to avoid this problem, 

for instance, by combining MC with CA method.  

     MC method is usually used for land use change 

quantification. In this study, MC applies to predict the 

number of pixels that were changed from one land use class 

to other classes for 2014 using land use maps of 2002 and 

2008. Considering the number of included land use classes 

in simulation process, the transition matrix is 4×4. 

      According to Eqs. (6)-(7) (Al-sharif & Pradhan, 2014; 

Razavi, 2014), MC model is formed by three matrices. MLC 

shows the transition matrix, and Mt and Mt+1 show the stage 

of the system in time t0 and t1, respectively. 
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where F, B, P, and O depict the Farmlands, Buildings, 

Parks, and Open lands land use classes, respectively. LCFB 

shows the probability of change from land use class B at 

time t to land use class F at time t+1. Ft, Bt, Pt, and Ot show 

the existing pixels in land use F, B, P, and O at time t.  

2.1.3 Multi Objective Land Allocation 

     In simulation of multiple land use change issues, it is 

necessary to find a method for solving the allocation 

problems for the cases with conflicted objectives, i.e., land 

uses. In these cases, the MOLA procedure can solve the 

problems by finding the suitable areas for each objective 

(García-Frapolli et al. , 2007). This method can find suitable 

lands for each land use class based on available information 

from the land use suitability map, i.e., a TPM, and the value 

of assigned area. MOLA finds suitable areas for each 

objective and solves the allocation problems by considering 

the concept of minimum distance to ideal points. Therefore, 

at first, MOLA forms a matrix at the same size with the 

study area based on the TPM of each objective. Each pixel 

in this matrix has two elements in two dimensional spaces; i 

and j, which are defined as objective 1 and 2 TPM’s value. 

Using this process, MOLA finds the ideal point for each 

objective, which is a point that is maximally suitable for 

one objective and minimally suitable for all other objectives 

(in multi-dimensional space). Then, the decision line i.e., a 

hyper-plane in multi-dimensional space, is achieved by 

considering the concept of minimum distance to ideal points 

(Figure 3).  
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Figure 3. Decision space (Eastman et al, 1998)  

 

 
Figure 4. Three neighborhood filters 

 

This distance is defined as the difference between each 

pixel’s value and ideal point’s value in TPM (Eastman et 

al., 1998). According to Figure 3, this line divides the 

disputed area into two parts. The sub-line area in disputed 

area belongs to objective 1 and the top-line area in disputed 

area belongs to objective 2. Since the simulation process is 

applied on four land use classes, it will cause interference in 

spatial allocation phase. Hence, MOLA is applied to solve 

the problem with conflicted objectives to integrate the 

TPMs based on the amount of changes and to find the 

suitable areas for each land use class. 

2.1.4 Neighborhood Concept 

     Proximity is one of the basic spatial elements that 

underlies land use changes. Areas have a higher tendency to 

change to a land use class when they are more near the 

existing areas of that class (Jenerette & Wu, 2001). 

Proximity can be effectively modeled using the 

neighborhood filter. 

     The mean neighborhood filter was applied in this paper 

because it is strange either a building would be built on the 

middle of farmlands or the farmlands and open lands would 

be existed in the densely urban areas. Indeed, the 

neighborhood is a set of one or more locations that are at a 

given distance or have a specific relationship with a 

particular location. Accordingly, the mean neighborhood 

filter (Figure 4) was applied to the Boolean map of each 

land use. Then, the result matrix are multiplied to the TPM 

of each land use, and consequently, the value of the distant 

regions was lowered in the result. 

     The proposed method was applied in four scenarios. The 

difference of these scenarios was in type of their 

neighborhood filter: 3×3, 5×5, and 7×7 neighborhood filters 

were used in the first three scenarios, and in the last 

scenario the simulation was performed without the 

neighborhood filter. 

 

2.2 Accuracy Assessment 

2.2.1 ROC 

     ROC has been widely used in validation of simulated 

model in land use change issues (Pontius & Schneider, 

2001; Tayyebi et al., 2014). This is an efficient tool to 

validate the model through providing a suitability image, 

i.e., TPM in this study shows the likelihood of occurrence 
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of a class, using a Boolean image reference that shows 

where that class actually exists (Pontius & Schneider, 

2001). This method computes the accuracy of modeling 

with different thresholds. A threshold refers to the 

percentage of pixels in the TPM to be reclassified as 1 for 

comparison with the Boolean image reference. Suppose that 

the threshold is considered as X %. ROC will begin with the 

pixel which has the highest transition potential; then it 

reclassifies the pixel as 1 and continues down through the 

pixels until X % of the pixels are reclassified as 1. The 100-

X % of the remaining pixels will be classified as 0. Then, 

this image will be compared with the Boolean image 

reference (Pontius & Schneider, 2001). ROC is a curve that 

the X axis was computed by Eq. (8) (Pontius & Schneider, 

2001; Tayyebi et al., 2010) and the Y axis was computed by 

Eq. (9) (Pontius & Schneider, 2001; Tayyebi et al., 2010), 

and was extracted from Table 1 according to the specified 

thresholds. Thresholds have to be determined by experience 

or trial and error. 

 

%
B

FalsePositive
B D




 (8) 

%
A

TruePositive
A C




 (9) 

where A are pixels that are predicted as expansion of class 

1, i.e., one of each land-use of this study, and agree with the 

reference map; B are pixels that are predicted as expansion 

of class 1 but disagree with the reference map; C are pixels 

that are predicted as expansion of class 2, i.e., three other 

land-uses of this study, but disagree with the reference map; 

and finally D are pixels that are predicted as expansion of 

class 2 and agree with the reference map. Hence, as the 

number of B and C decreases, a higher accuracy of 

simulation will be achieved. 

 

Table 1. Contingency table 

  Reference map 

 
Predicted map   

Expansion of 

class 1 

Expansion 

of class 2 
Total 

Expansion of 

class 1 
A B A+B 

Expansion of 

class 2 
C D C+D 

Total A+C B+D A+B+C+D 

 

     Then, the ROC curve was plotted based on the 

thresholds and the Area Under Curve (AUC) was 

computed. AUC of 0.5 represents a random matching 

agreement between the TPM and the Boolean reference 

map and 1 represents the best agreement (Pontius & 

Schneider, 2001). In this study, the ROC was used for 

accuracy assessment of the predicted TPMs by the proposed 

ANN (Sec 2.1.1). 

 

2.2.2 Confusion matrix 

     Overall accuracy (OA) and kappa index of agreement 

(KIA) already have been used in many studies for validating 

the simulation in land use change modeling issues (Deng et 

al., 2008; Wang et al., 2012). These criteria reflect the 

match between the reference map and the simulated map. 

One of the advantages of the kappa index of agreement is 

that it uses all of the elements of confusion matrix (Robert 

G Pontius, 2000). The overall accuracy (OA) and the kappa 

index of agreement (KIA) can be obtained using Eqs. (10)-

(11) (Congalton, 1991): 
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where i= 1,…, c shows the land use class in the study area 

and Pii shows the pixels of class i in the reference map that 

are also in class i in the simulated map, and Pij shows the 

pixels of class i in the reference map that are in class j in the 

simulated map, and PiT shows the sum of the pixels of class 

i in the reference map and PTi shows the sum of the pixels 

of class i in the simulated map. 

     Incapability in obtaining the spatial accuracy is the main 

problem of OA and KIA (Robert G Pontius, 2000). In order 

to cover this problem, the Klocation was used. Pontius and 

Schneider (2001) introduced this method for the first time 

for spatial accuracy assessment. This criterion can be 

obtained using Eq. (12) (Pontius & Schneider, 2001): 
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OA, KIA, and Klocation change between 0 and 1 in which 1 

means a higher accuracy. A KIA value less than 0.4 shows 

the weakness of simulation and a value more than 0.8 

shows the power of simulation (Robert G Pontius, 2000). 

 

2.3 Data set and study area 

     Table 2 represents the data set used in this study. These 

data were used for producing land use maps, and 

independents and dependent variables. Tehran metropolis is 

one of the most crowded and fast growing cities located in 

south of Alborz Mountains in northern Iran (Figure 5). The 

population density of the city varies from 11300 to 11800 

person per km2 (SCI, 2010). The population has increased 

rapidly in recent years. In this regard, census data show that 

the population of the city has increased from 7.804 million 

in 2006 to 8.154 million in 2011 (SCI, 2010). Tehran is 

located on latitude of 35° 45' N and longitude of 51° 30' E. 

The area of Tehran is around 1797 km2. The average annual 

rainfall is 238.9 mm and the average temperature is 17.7°C. 

The elevation distribution is between 930 and 2650 m. For 

this study, the dimensions were 1234 rows by 1618 columns 

and the cell size is 30×30. The study area has many land use 

classes, such as built up areas, open lands, farmlands, public 

parks, water bodies, roads, military zones, and airports. 
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Table 2. Data set 

Data Date Data type Resolution Source 

Landsat images of TM 

and ETM+ 

2002, 2008, 

2014 
Raster 30 m USGS1 

Tehran’s roads map 
2002, 2008, 

2014 
Vector Converted to raster, 30 m NCC2 

Tehran’s DEM 2002 Raster 30 m NCC 

Tehran’s Faults map 
2002, 2008, 

2014 
Vector Converted to raster, 30 m NCC 

Tehran’s Population 

map 

2002, 2008, 

2014 
Vector Converted to raster, 30 m SCI3 

Tehran’s surrounding 

cities map 

2002, 2008, 

2014 
Vector Converted to raster, 30 m NCC 

Tehran’s surrounding 

villages map 

2002, 2008, 

2014 
Vector Converted to raster, 30 m NCC 

Tehran’s rivers map 
2002, 2008, 

2014 
Vector Converted to raster, 30 m NCC 

1 United States Geological Survey 

2 National Cartographic Center of Iran 

3 Statistical Centre of Iran   

 

 

Figure 5. Study area 

 

     According to Figure 4, Tehran province is marked in red 

where a subset of the region is considered including Tehran 

and adjacent cities, namely Shahre-Rey, Eslamshahr, 

Pakdasht, Shahriar, Robatkarim, and Ghods. 

3. RESULTS AND DISCUSSION 

     The proposed method of this paper can be explained in 5 

sections: 

(1) Performing the preprocessing operations: This section 

contains the land use map production, effective factors 

preparation, and production of dependent variable. 

(2) Performing ANN using the independent variables and 

the dependent variable and obtaining the best 

architecture: In this section, at first, ANN was 

performed using 5% of data to obtain its best 

architecture. Then, the optimized ANN was applied to 

predict the TPMs using all available data. Finally, the 

predicted TPMs were validated using the Boolean 

reference maps of each land use class by ROC.     

(3) Implementation of the Markov chain model for 

quantification of the changes. 

(4) Integrating the TPMs and the quantified changes by 

MOLA-neighborhood method in order to predict the 

land use map of 2014. 

(5) Validation of the proposed method using confusion 

matrix. 

3.1 Preprocessing operations 

3.1.1 Land use/cover Maps 

     For this study, three Landsat TM and ETM+ images of 

Tehran and its surrounding areas were selected from the 

years 2002, 2008, and 2014. These three images were 

geometrically rectified and registered to the Universal 

Transverse Mercator (UTM), WGS 1984. Then, three 

subsets were obtained from these images. Registration error 

was about 0.5 pixels. Land use maps were extracted from 
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these images using the SVM classification method. 

Classification was applied by the radial basis function 

(RBF) kernel. The achieved overall accuracy (OA) of land 

use classification for the 2002, 2008, and 2014 images is 

about 93.6 %, 94.2 %, and 95.4 % with the kappa index of 

agreement of 89.4 %, 90.7 %, and 91.9 %, respectively. The 

output of this stage is Tehran’s land use maps (Figure 6). In 

the study area and by considering the spatial resolution of 

the images, five land use classes were founded: farmlands, 

buildings, parks, open lands, and protected areas. The first 

four land use classes are changeable and the protected areas 

land use class is constant in simulation process. Table 3 

demonstrates the states of each land use class in 2002, 2008, 

and 2014. 

 

3.1.2 Independent variables 

     The independent variables are the variables that effect on 

the prediction of the future, so the ANN do not need these 

variables for training. According to the idea from experts 

and previous studies (Arsanjani et al, 2013; Tayyebi et al., 

2010), four categories of factors were considered as factors 

affecting land use changes; 

(1)  Topography factors are DEM, slope, and aspect 

(Figure 7a-c). These factors are selected to involve the 

geographic and environmental effects of the area of interest 

in the simulation process . 

(2)  Socioeconomic factor is Population density (Figure 

7d), which is one of the principal factors for land use 

changes. 

(8)  Proximity factors are distance to farm lands, 

distance to buildings, distance to parks, distance to open 

lands, distance to city’s exit nodes, distance to nearby cities, 

distance to faults, distance to the north (The distance of 

each pixel from the Northernmost pixel of each column in 

the study area) , distance to the west (The distance of each 

pixel from the Westernmost pixel of each row in the study 

area) , distance to rivers, distance to villages, and distance 

to roads (Figure 7e-p). These factors are chosen to consider 

the shape and the situation of the region. 

(4) Boolean maps are buildings, farmlands, parks, 

open lands, and protected areas (Figure 7q-r4). These 

factors are chosen to prevent performing the simulation 

process in existing areas of each land use class (Boolean 

map of each land use is exclusively used in simulation of 

that land use). 
 

Table 3. The states of each land use/cover class 

Year 

Landuse 

2002 

(Hectare) 

2002 

(%) 

2008 

(Hectare) 

2008 

(%) 

2014 

(Hectare) 

2014 

(%) 

Buildings 47049.21 26.18 53478.09 29.76 62346.87 34.7 

Farm lands 33365.61 18.57 32779.35 18.24 32518.71 18.09 

Parks 7517.07 4.18 7659.54 4.26 8247.96 4.59 

Open lands 90621.18 50.43 84636.09 47.1 75439.53 41.98 

Restricted 

areas 
1142.01 0.64 1142.01 0.64 1142.01 0.64 

 

 a  b 

   
c 

Figure 6. The classified land use maps. (a) 2002, (b) 2008, (c) 2014 
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r2 r3 r4 

Datum: WGS84  Proj: UTM, Zone 39N, Scope of the case study: 

NW: 51° 4' 40" E, 35° 49' 38" N.          NE: 51° 36' 54" E, 35° 49' 32" N.        SW: 51° 4' 38" E, 35° 29' 36" N.         SE: 51° 36' 45" E, 35° 29' 31" N. 

 

Figure 7. Independent variables for the year 2002; (a) DEM, (b) Slope, (c) Aspect, (d) Population density, (e) Distance to buildings, 

(f) Distance to farm lands, (g) Distance to parks, (h) Distance to open lands, (i) Distance to city’s exit nodes, (j) Distance to nearby 

cities, (k) Distance to faults, (l) Distance to the north, (m) Distance to the west, (n) Distance to rivers, (o) Distance to villages, (p) 

Distance to roads, (q) restricted areas, (r1) Boolean map of buildings, (r2) Boolean map of farm lands, (r3) Boolean map of parks, (r4) 

Boolean map of open lands. 

 

 a  b 

 c  d 
Figure 8. Dependent variables, New regions of (a) Buildings, (b) Farm lands, (c) Parks, and (d) Open Lands from 2002 to 

2008 

 
 

 

Totally, 18 factors were selected for each land use 

simulation to fit to the model. These factors were prepared 

for both years 2002 and 2008 in which the factors of the 

former were used in training process to extract the 

coefficients of the variables and factors of the latter were 

used in prediction process.  

 

3.1.3 Dependent variables 

     Unlike the Independent variables, the dependent 

variables are the essential needs of ANN for training. ANN 

needs a  behavior of the past years change (Boolean map of 

the new regions) of each land use class from 2002 to 2008 

for training process. To obtain these maps, the Boolean 

maps of each land use class at the year 2002 were 

subtracted from those of year 2008. This operation 

produced Boolean maps where 1 shows the changes and 0 

shows the intact areas at the period between 2002 to 2008 

(Figure 8). 

 

 

3.2 Transition Potential Maps production 

     In order to predict the new regions for each land use 
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class, the model was performed for buildings, farm lands, 

and parks. Thus, to predict the destruction of each land use 

class, the method was also operated on open lands.  

Altogether, ANN run four times (Figure 9); one for each 

land use class, and each time has two steps: (i) Training 

process, and (ii) Prediction process, i.e., the feed-forward 

process after the training process. The network was trained 

using the dependent variable (Figure 8) of each land use 

class. The independent variables in the training step were 18 

factors of the year 2002. Also, 18 factors of 2008, i.e., 

mentioned in Section 3.1.2, were used for feed-forward 

process. The most important part in ANN modeling is 

designing a suitable structure. The designed ANN in this 

study includes three layers: the input, the hidden, and the 

output layers. Depending on the number of the independent 

variables, the input layer had 18 neurons. The output layer 

had one neuron representing the TPM. The number of 

neurons in hidden layer was determined using the minimum 

RMSE value. In this regard, to identify the number of 

neurons in hidden layer, the ANN architecture was set to 

18-X-1, where 9 < X < 18 because the number of hidden 

layer neurons should not exceed the number of input layer 

and should not be less than half of that. The minimum value 

of the RMSE in the training process was used to decide 

about the optimal learning. 

     To prevent the over-fitting error during the training 

process, 5% (99830 pixels) of the data was selected for 

training process. Among these training data (5%), 70% was 

used for training and 30% was used for testing. The 

stopping criteria for training process define as two rules: (i) 

the goal of RMSE value was set to 0, (ii) the maximum 

training epochs was set to 1000. Once the minimal error 

was achieved or the training epochs are completed, the 

feed-forward process was applied by ANN to generate the 

TPM. Figure 10 represents the optimal number of the 

hidden layer neurons according to the minimum RMSE 

value for each land use class. 

 

 

 

 

 

 

 

Figure 9. Flowchart of the TPMs production 

 

 

 
Figure 10. RMSE values in detecting the optimal architecture for ANN 
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     According to Figure 10, the ANN architecture was set to 

18-15-1, 18-13-1, 18-15-1, and 18-15-1 for the buildings, 

farm lands, parks, and open lands, respectively. Figure 10 

shows that, both the building and open lands classes are 

approximately similar in behavior. The same is true about 

the behavior of farmlands and parks classes because of their 

similar spectral properties. Figure 10 also demonstrates that 

the difference between the minimum and maximum values 

of the buildings and open lands, according to their stability, 

is less than those of the parks and farm lands. 

     The buildings, open lands, and parks were reached the 

minimum value of RMSE in 15 numbers of hidden neurons 

and the farm lands have a different behavior in a way farm 

lands was reached the minimum value of RMSE in 13 

numbers of hidden neurons. It has the minimum accuracy 

compared to other land use classes that can be explained 

due to its fast speed of annual variability. After obtaining 

the optimal architecture, all of the data were introduced to 

ANN for feed-forward process. Figure 11 illustrates the 

transition potential maps (TPMs) which are the output of 

the optimized ANN. 

     The outputs of the ANN in four processes are four 

TPMs, one for each land use class. The accuracy of each 

TPM was obtained by comparing it with the Boolean 

reference map of its land use class using ROC (Figure 12). 

According to Figure 12, the accuracy of TPMs was 

computed by ROC in 10 thresholds. A threshold refers to 

the percentage of pixels in the TPM that has the higher 

value than the other pixels. In each threshold, the accuracy 

of simulation was computed based on the existing pixels of 

that threshold. In simulation of multiple land use change, 

due to the limited number of changeable pixels, the high 

value pixels in TPMs are more important. Therefore, in 

ROC diagram, the curve which has a steeper slope in the 

two or three first thresholds (Figure 12; red curve) is more 

accurate than the curve with the lower slope (Figure 12; 

yellow curve), because the curve with a steeper slope 

obtains most of its accuracy from the high valued pixels. In 

addition, Figure 12 shows that the curve of the buildings 

land use class has a uniform change which shows that the 

accuracy of more suitable pixels and less suitable pixels is 

close to each other. The accuracy of the high value pixels 

(first thresholds) of the TPM of parks land use class is more 

than the other land use classes that it can be inferred that 

ANN is more successful in detecting the more suitable 

pixels for parks than the other land use classes. Moreover, 

as mentioned before, the accuracy of the TPM of the farm 

lands was less than the others due to its instable properties. 

 

a b 

c d 

Figure 11. Transition potential maps; (a) Buildings, (b) Farm lands, (c) Parks, and (d) Open lands 
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Figure 12. Accuracy assessment of TPMs using ROC 

3.3 Quantification of the changes 

     In order to quantify the changes, the Markov analysis 

was applied to predict the amount of the changes from each 

land use class to another one. Historical maps of 2002 and 

2008 and the temporal period (6 years) were introduced to 

the Markov network as inputs. Then, the amount of the 

changes was predicted for 2014. Table 4 illustrates the 

results of the Markov chain analysis. 

 

Table 4. Markov chain model’s results in percent 

 

2014 

Land-use 

classes 

Farm 

lands 
Buildings Parks 

Open 

lands 

2
0

0
8

 

Farm lands 75.1 3 2.2 19.7 

Buildings 1 93.4 1 4.6 

Parks 2.4 9.9 76.8 10.9 

Open lands 7.8 8.6 0.8 82.8 

 

     The predicted amount of changes (Table 4) shows that 

the buildings land use class has the highest value of 

immutability (93.4 %) in comparison to those of other land 

use classes. In addition, the farmlands land use class was 

predicted as the most unstable land use class (75.1%). It 

was anticipated that the farmland class mostly gained from 

the open lands (7.8 % of open lands) due to the plant 

growth in open lands. Also, most of land loss of farmlands 

class is gained by open lands class (19.7 % of farm lands) 

that can be explained by the seasonal growth of plants. 

According to Tables 3 and 4, the predicted land gain and 

loss for each land use class from 2008 to 2014 is provided 

in Table 5. 

     According to Tables 4 and 5, most of land gain and loss 

predicted for open lands are rational considering its extent. 

Generally, 5490.82 ha of the area was predicted to be 

occupied by buildings land use class that seems reasonable 

due to the fast growth of Tehran.     

 

 

 

 

Table 5. The predicted amount of land gain and loss for 

each category 

Land use 
Land gain 

(Hectare) 

Land loss 

(Hectare) 

Overall 

(Hectare) 

Buildings 9020.37 3529.55 
5490.82 

gained 

Farm lands 7320.23 8162.06 841.83 lost 

Parks 1933.02 1777.01 
156.01 

gained 

Open lands 9752.41 14557.41 4805 lost 

 

3.4 Predicting land use map of 2014 in four scenarios 

     In order to predict land use map of 2014, the areas that 

were subject to change from each land use class to other 

classes needed to be determined. Thus, a positioning 

method for finding the suitable areas for each land use class 

had to be applied. For this purpose, the MOLA method was 

used. According to Section 2.1.3, MOLA can find the best 

areas for each objective according to its TPMs and the 

amount of areas that must be found for each objective. The 

TPMs and the amount of areas to be changed (the gained 

land of each land use class) were introduced to MOLA. To 

apply the proximity effects, in three scenarios, MOLA was 

combined with 3×3, 5×5, and 7×7 mean neighborhood 

filter. In this paper, integration of the MOLA and 

neighborhood filter is called the MOLA-Neighborhood 

method. Finally, to obtain the effects of proximity, in the 

last scenario, the simulation was conducted without the 

neighborhood filter. Figure 13 shows the flowchart of four 

scenarios. 

 

3.4.1 MOLA-Neighborhood Method     

     This method is formed by n steps, where n is equal to the 

period of future years that must be predicted, i.e., 6 years in 

this study. The MOLA-Neighborhood method runs n times 

and in each epoch allocates 1/n of the desired areal goal. In 

each epoch, the mean neighborhood filter was applied to 

each land use Boolean map in which the neighborhood filter 
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gets a value of 1 when it is completely within the existing 

areas and 0 when it is completely outside. However, when 

the filter moves on the boundary, its values will quickly be 

changed from 1 to 0. Then, the result is multiplied by the 

TPM for that class and the values of pixels that are far away 

from existing areas of that class are reduced and new TPMs 

are produced. Then, the new TPMs are introduced to 

MOLA to find the 1/n of amount of the areas to be changed 

for each land use class. The results of MOLA are the 

predicted maps of the new areas in each epoch; then, this 

map overlaid by the map of 2008. The desired required 

areas for each class will be allocated by performing all n 

epochs. Hence, the final result is the predicted map for 

2014. The predicted land use maps of 2014 in four 

scenarios are shown Figure 14.  

 

 

Figure 13. Flowchart of the four scenarios 

 

                                     a                                     b 

                                    c                                      d 

Figure 14. The simulated maps in the four scenarios for the year 2014; (a) 3×3, (b) 5×5, (c) 7×7, and (d) without the neighborhood filter 
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4. Model Validation by Confusion matrix 

     In this section, the predicted land use maps are compared 

with reference map of 2014. In order to extract the accuracy 

of simulation from the confusion matrix, the overall 

accuracy, the kappa index of agreement and Klocation were 

employed. The accuracy of the proposed method is 

provided in Table 6. 

 

Table 6. Accuracy assessment by the confusion matrix 

scenario OA KIA locationK 

3×3 95.49% 92.62% 92.74% 

5×5 94.02% 91.43% 91.54% 

7×7 92.92% 90.61% 90.66% 

non 88.79% 85.54% 85.54% 

 

     The results of the overall accuracy, the kappa index of 

agreement, and the Klocation illustrate the power of the 

proposed method in land use simulation. The results show 

that using neighborhood filter is a good way to increase the 

accuracy of simulation. Due to considering details and 

applying closer neighborhoods, the accuracy of the 3×3 

filter is more than that of others.   

The kappa index of agreement (KIA) is decomposed into 

two sub-components using Eq. (13) (Millington et al., 

2007):  

location HistoKIA K K   (13) 

where the KHisto defines the accuracy of abundance of land 

use class for the entire map and is related to quantification 

method, i.e., Markov Chain, and the Klocation defines the 

accuracy of allocation method, i.e., MOLA-Neighborhood.  

In the fourth scenario, the value of KIA and Klocation, which 

shows the accuracy of spatial allocation, are equal. 

Therefore, the accuracy of the spatial allocation method 

(MOLA- Neighborhood) and the quantification method 

(Markov chain) is also equal. In the best scenario (3×3 

neighborhood filter), the Klocation, is slightly (0.12 %) higher 

than that of KIA. Thus, it can be concluded that the spatial 

allocation method (MOLA-Neighborhood) is more accurate 

than the quantification method (MC). Accordingly, it is 

inferred that the neighborhood filter has a positive effect in 

increasing the accuracy of simulation. 

     The accuracy achieved by the proposed method of this 

paper was also compared with that of the proposed method 

by Arsanjani et al. (2013). Arsanjani et al.'s research in 

2013 is one of the latest reported accurate studies on Tehran 

metropolis. In both researches, the ROC and the kappa 

index of agreement were used to validate the model. 

However, in current research, the ROC value of the 

buildings land use class is 95.64, which is 0.34 percent 

greater than the ROC value of the research by Arsanjani et 

al. (2013). In addition, the final purpose of both researches 

has been the same, however the applied methods of 

researches are different. In this research, the proposed tuned 

ANN was used instead of the logistic regression and the 

number of independent variables of this research is more 

than those by Arsanjani et al. (2013). In this regard, the 

additional important factors were considered in this paper 

including the aspect, the distance to farm lands, the distance 

to parks, the distance to open lands, the distance to faults, 

the distance to the city’s exit nodes, and the distance to 

villages. Furthermore, our method considers the changes for 

each land use class separately, while in Arsanjani et al. 

(2013), the simulation was only performed on the buildings 

land use class and was extended to the other land use 

classes. Moreover, in this paper, the spatial allocation was 

performed using neighborhood filter to consider the effects 

of the proximity.  

     Moreover, a comparison between the results of this 

paper and those of other papers applied on Tehran 

metropolis is shown in Table 7 that shows the superiority of 

the proposed method of this research against the other 

methods. 

 

Table 7. A comparison of the results of this paper proposed 

method with those of some related papers 
ROC KIA Reference Method 

95.64 92.62 This paper ANN + MC + MOLA 

80 78 [Pijanowski et al, 2010] ANN 

- 84.63 [Arsanjani et al 2013] ABM+ MC 

95.3 89 [Arsanjani  et al 2013] LR+ MC+ CA 

 

5. Conclusion 

     Integration between GIS and RS is an efficient tool to 

incorporate socio-economic factors in order to anticipate the 

future land use map. In this research, a novel method was 

introduced for multiple land use change simulation based on 

using ANN which resulted to an acceptable accuracy for 

Tehran metropolitan. To achieve a high accuracy in 

simulation process, ANN was optimized in determining the 

number of hidden layer’s neurons. The cycle was completed 

to consider the land gain and land loss for each land use 

class. Thus, the background of the map (open lands) was 

considered as one of the land use classes and was 

incorporated in simulation process. MC model was applied 

to quantify the gain and loss. This paper showed that the 

most land gain is for a building block that is logical because 

Tehran is growing fast according to its political and 

economic situation.  

     The accuracy of simulation models of land use change is 

affected by many elements such as uncertainty in input data, 

classification accuracy in land use map production stage, 

effective factor selection, study area, and the simulation 

method. Thus, it cannot be concluded that whether or not 

the method is efficient by only emphasizing on final 

accuracy. In this regard, a different method for multiple 

land use change simulation with acceptable accuracy is 

proposed in this paper. Moreover, the best scenario of the 

proposed method (3×3 neighborhood filter) was applied to 

predict the land use map of 2020 using the behavior of the 

changes between 2008 and 2014. The predicted land use 

map of Tehran for 2020 is shown in Figure 15. Most of the 

predicted new buildings are in southwest of the city where 

there is no urban infrastructure. In addition, this prediction 
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demonstrates the loss of farmlands in south and southwest 

of the city. Thus, it requires more attention by urban 

planners and experts. 

     For future researches, this model can be combined with 

optimization methods such as evolutionary algorithms in 

factor selection stage to find the most effective factors. In 

this paper, the MOLA approach allocated the land use class 

to each pixel by the concept of minimum distance to ideal 

points that in future researches it can be performed by the 

concept of maximum neighborhood or combination of these 

two concepts.  

 

 

Figure 15. The predicted land use map of 2020 
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