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Abstract 
In this paper, we generalize a theorem of Shao [12] by assuming that }{ nX  is a 

sequence of linear negatively dependent random variables. Also, we extend some 
theorems of Chao [6] and Thrum [14]. It is shown by an elementary method that 
for linear negatively dependent identically random variables with finite p -th 

absolute moment )2( ≥p  the weighted sums ∑
=

n

i
ini

n

Xa
A 1

1  converge to zero as 

where 2/1

1

2/1 )(∑
=

=
n

i
ni

p
n anA  and }{ ,ina  is an array of real numbers. Moreover, we 

prove the almost sure convergence for weighted sums 1,
1

≥∑
=

nXa i

n

i
ni , when 

}1,{ ≥iX i  is a sequence of pairwise negative quadrant dependence stochastically 
bounded random variables under some suitable conditions on ina , . 
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Introduction 

Let { , 1}nX n ≥  be a sequence of independence 
random variables and suppose that { ,1 , 1}nia i n n≤ ≤ ≥  
is a double array of real numbers, the almost sure 

convergence of weighted sums 
1

n

ni i
i

a X
=
∑  were studied 

by many authors (see, Chow [6], Thrum [14] and Sung 
[13]). Thrum [14] established the following extension of 
Chow [6]. 

Theorem 1. Suppose that { , 1}nX n ≥  is a sequence of 
i.i.d random variables with expectation zero and finite 
p -th ( 2)p ≥  absolute moment and { ;1 ,nia i n≤ ≤  

1}n ≥  is a sequence of nonrandom weighting 

coefficients with 2

1

1
n

ni
i

a
=

=∑  for all 1n ≥ . Then 

1/

1
/ 0 . .

n
p

ni i
i

a X n a s
=

→∑  as n →∞ . 

But, in many stochastic models the assumption of 
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independence among random variables isn't plausible. 
In fact, increases in some random variables are often 
related to decreases in other random variables and the 
assumption of negative dependence is more appropriate 
than independence assumption. In the case of negative 
dependence and negative association dependence 
random variables some these results have been extended 
by other authors for example: Amini et.al. [1], [2], 
Matula [10] and Nili Sani et.al. [11] and Shao [12]. In 
this paper we generalize some results of Shao [12] and 
Thrum [14] for sequence { , 1}nX n ≥  of LIND random 
variables. Moreover we prove the almost sure 

convergence for weighted sums 
1

n

ni i
i

a X
=
∑ , when 

{ , 1}nX n ≥  is a sequence of NQD stochastically 
bounded random variables under some suitable 
conditions on nia . In the following we present some 
definitions to be used in the proofs of our main results. 
 
Definition 1. i) (Lehmann [8]). The random variables 
X  and Y  are said negatively quadrant dependent 
(NQD) if for each ,x y R∈ , ( , )P X x Y y≤ ≤ ≤  

( ) ( )P X x P Y y≤ ≤ . 
ii) The sequence { , 1}iX i ≥  of random variables is 

said to be pairwise NQD if ( , )i jX Y  is NQD for every 
.i j≠  

iii) (Joag-Dev and Proschan [7]). The random 
variables 1, , ( 2)nX X n ≥  are said to be negatively 
associated (NA) if for every pair of disjoint nonempty 
subsets 1 2,A A  of {1,..., }n , 

1 1 2 2( ( , ) , ( , )) 0,i iCov f X i A f X i A∈ ∈ ≤  

whenever 1f  and 2f  are coordinatewise increasing and 
covariance exists. 
 
Definition 2. A sequence { , 1}nX n ≥  of random 
variables is called asymptotically almost negatively 
associated (AANA) if there is a nonnegative sequence 

( ) 0q m →  such that 

1

1/2
1

( ( ), ( , , ))

( )( ( ( )) ( ( , , ))

m m m k

m m m k

Cov f X g X X

q m Var f X Var g X X

+ +

+ +≤
 (1) 

for all , 1m k ≥  and for all coordinate increasing 
continuous functions f  and g  whenever the right side 
of (1) is finite. 
 
Definition 3. The random variables 1 2, , , nX X X  are 

said to be linear negatively dependent (LIND) if for any 
disjoint , {1, , }A B n⊂  and 0, 1, ,j j nλ > = , 

k kk A
Xλ

∈∑  and k kk B
Xλ

∈∑  are NQD. 

A sequence { , 1}nX n ≥  of random variables is said 
to be linear negatively dependent (pairwise NQD or 
negatively associated) if it holds for every finite 
subsequence. 

Obviously, pairwise NQD sequence includes 
independent random variables and NA  sequence, 
which has wide application in multivariate statistical 
analysis 

The following properties of the NA and NQD 
random variables and convex functions are based on our 
results. 

(P1) Increasing functions defined on disjoint subsets 
of a set of negatively associated random variables are 
negatively associated.( Joag-Dev and Proschan [7]) 

(P2) If { , 1}nX n ≥  is a sequence of pairwise NQD 
random variables , then 

( , ) 0, .i jCov X X i j≤ ∀ ≠  (Bozorgnia et al. [3]). 

(P3) If { }nf  is a sequence of Borel functions are all 
monotone increasing (or are all monotone decreasing) 
then { ( )}n nf X  is a sequence of pairwise NQD random 
variables (Bozorgnia et al. [3]). 

(P4) Let ( , , )F PΩ  be a probability space and 
{ , 1}nA n ≥  is a sequence of pairwise NQD events. If 

1
( )n

n
P A

∞

=

= ∞∑ , then (limsup ) 1.nP A = (Matula [10]). 

(P5) For any convex function f  on 1R , the right 
derivative 'f +  exists and is increasing. Moreover for all 

,a b , '( ) ( ) ( )
b

a
f b f a f t dt+− = ∫ . 

The next Theorem due to Shao [12]. We will extend 
this Theorem by assuming that { , 1}nX n ≥  is a 
sequence of LIND random variables. 

 
Theorem 2. Let { ,1 }iX i n≤ ≤  be a negatively 
associated sequence, and let *{ ,1 }iX i n≤ ≤  be a 
sequence of independent random variables such that 

*
iX  and iX  have the same distribution for each 
1, 2,....,i n= . Then 

*

1 1
( ) ( )

n n

i i
i i

Ef X Ef X
= =

≤∑ ∑  (2) 

For any convex function f  on 1R , whenever the 
expectation on the right hand side of (2) exists. 
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Also, in this paper c  stands for a generic constant, 
not necessarily the same at each appearance. 

Results 

The next Lemma is an important technical tool in the 
proof of our main result. In fact in this Lemma we 
extend Theorem 2 for LIND random variables. Set 

, , ( ) 0
( ) : sup sup ( / ) ( )

n
m n q

m
n m A F B F P A

q P B A P Bφ
∞
+≥ ∈ ∈ >

= − , 

* lim ( )mm
qφ φ

→∞
= . 

Lemma 1. Let { , 1, , , 1, , }ija i j j n= =  be a double 
array of non-negative real numbers and let 
{ , 1, , }iX i n=  be a sequence of non-negative LIND 

r.v’s such that 
1

1

n

n nj j
j

X a X
−

=
∑  and 

1 1
ij i j

i j n
a X X

≤ < ≤ −
∑  are 

NQD. Assume that *{ , 1, , }iX i n=  is a sequence of 
independent r.v.'s such that iX  and *

iX  have the same 
distribution for each 1, ,i n= . Then 

* *

1 1
( ( )) ( ( ))ij i j ij i j

i j n i j n
E f a X X E f a X X

≤ < ≤ ≤ < ≤

≤∑ ∑  (3) 

for any convex function f  on 1R , whenever the 
expectation on the right hand side of (3) exists. 
Proof. By the same arguments of Shao [12], we 
prove (3), by induction on n . Let 1 2( , )Y Y  be an 
independent copy of 1 2( , )X X . It follows from (P5), 

2

2

1 2 1 2

1 2 1 2

1 1 1 1

( ( )) ( ( ))

( ( )) ( ( ))

{ ( ( ) ( )) }
Y

X

E f cX X E f cY Y

E f cX Y E f cY X

E cY f ctY cX f ctX dt+ +

+

− −

′ ′= −∫

 

2 21 1 1 1 ( ) ( )
0

{ ( ( ) ( ))( ) }Y t X tE cY f ctY cX f ctX I I dt
∞

+ + > >′ ′= − −∫  

Since ' ( )f x t+ +  and ( )x tI >  are increasing functions 

of x  for each t , hence '
1( )f X t+ +  and 

2( )X tI >  are 

NQD. By applying Fubini’s theorem, we conclude that 
* *

1 2 1 22( ( ( )) ( ( )))E f cX X E f cX X−  

1 2 1 2( ( ( )) ( ( ))E f cX X E f cY Y= +  

1 2 1 2( ( )) ( ( )))E f cX Y E f cY X− −  

2

2

1 1 1 1( ( ) ( ))
Y

X

E cY f ctY cX f ctX dt+ +′ ′= −∫  

2 21 1 1 1 ( ) ( )
0

( ( ) ( ))( )Y t X tE cY f ctY cX f ctX I I dt
∞

+ + > >′ ′= − −∫  

21 1 ( )
0

2 ( ( ), ) 0X tCov cX f ctX I dt
∞

+ >′= ≤∫  

which proves (3) for 2.n =  Let 
1

n ij i j
i j n

Z a X X
≤ < ≤

= ∑  

and 1( ) ( ( ))ng x E f Z x−= + . 
By the induction hypothesis 

* *

1 1
( ) ( ( ))ij i j

i j n
g x E f a X X x

≤ < ≤ −

≤ +∑  (4) 

Since 
1

1

n

n in i
i

X a X
−

=
∑  and 

1 1
ij i j

i j n
a X X

≤ < ≤ −
∑  are NQD, 

and consequence NA, hence Theorems 2 implies that 
1

1
1

( ( )) ( ( ))
n

n n n in i
i

E f Z E f Z X a X
−

−
=

= + ∑  

1
* *

1
1

( (( ) ))
n

n in i n
i

E f X a X Z
−

−
=

≤ +∑  

1
*

1
( ( ) )

n

n in i
i

E g X a X
−

=

= ∑  

1
* * *

1 1 1
( (( ) )), (4)

n

n in i ij j i
i i j n

E f X a X a X X by
−

= ≤ < ≤ −

≤ +∑ ∑  

1
* * *

1 1 1
( ( ( ) ))

n

n in i ij j i
i i j n

E f X a X a X X
−

= ≤ < ≤ −

≤ +∑ ∑  

1
* * * *

1 1 1
( (( ) ))

n

n in i ij j i
i i j n

E f X a X a X X
−

= ≤ < ≤ −

≤ +∑ ∑  

* *

1
( ( ))ij i j

i j n
E f a X X

≤ < ≤

= ∑ , 

It is easy to show that ,n i n iX a X , 1, , 1i n= − , are 
LIND  r.v.’s. Therefore, Theorem 2 completes the 
proof. 
 
Lemma 2. Let { : , 1, 2,3,...}ija i j =  be a double array of 
non-negative real numbers with ij jia a=  for i j≠  and 

0iia =  for all i . Assume that { , 1, , }iX i n=  is a 
sequence of non-negative LIND random variables with 
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2s
iE X < ∞  for 1i ≥  and 1s ≥  such that 

1

1

2
n

n nj j
j

X a X
−

=
∑  and ,

1 1
i j i j

i j n

a X X
≤ < ≤ −
∑  are NQD. Then 

the sequence { , 1}nZ n ≥  has the following properties: 

2s
nE Z < ∞  for all 1n ≥  (5) 

and 

22 22 1/ 1/
,(2 )( ( ) ( ) )

n ss s s s s
n i j i j

i j

E Z B s a E X E X
<

≤ ∑  

2 2( ) ( (2 ) / 2 )s s
nEZ B s≤  

22 2 2(max{( ) / ( ) 1, , }) ,s
i iEX EX i n=  (6) 

Where 
, 1

, 1
n

n ij i j
i j

Z a X X n
=

= ≥∑  and (2 )B s  is a 

constant which depends neither on n  nor on the 
distribution of ( 1, , nX X ). 
 
Proof. We can write the following inequality 

2 1
2 22 22

,
1

2
2

s
s ss ss

n i j i j
i j n

n
Z X X a

−

≤ ≤ ≤

⎛ ⎞
⎜ ⎟≤
⎜ ⎟
⎝ ⎠

∑  

Since iX  and jX ( )i j≠  are non-negative NA 

random variables and 2s
iE X < ∞  for 1i ≥  and 1s ≥ , 

hence the above inequality implies that 2s
nE Z < ∞ . 

We have the following recursive formula 
1

1
1

2
n

n n n nj j
j

Z Z X a X
−

−
=

= + ∑  

Define 
1

1

k

k kj j
j

Y a X
−

=

= ∑  we have 1( )k k kZ Z Z −Δ = −  

2 k kX Y=  for all 2, ,k n= . Let *{ }iX  is a sequence 
of independent random variables such that iX  and *

iX  
have the same distribution for each i . By Lemma 1 and 
Lemma 2 of Thrum [14] we have 

22 * ss
n nE Z E Z≤ *2 2( ) ( (2 ) / 2 )s s

nEZ B s≤  

 2*2 *2 2(max{ / ( ) 1, , })s
i iEX EX i n=  

2 2( ) ( (2 ) / 2 )s s
nEZ B s≤  

 22 2 2(max{( ) / ( ) 1, , })s
i iEX EX i n=  

The next Lemma can be obtained from arguments of 
Thrum [14]. We omit the details. 

 
Lemma 3. Suppose that 1, , ,nX X  are identically 

random variables with 1( ) 0E X =  and 1( )pE X < ∞  
for some (0,2)p ∈  that satisfying in Marcinkiewicz 
and Zygmund’s theorem. Assume that nonrandom 

coefficients ,n ib  fulfill and 
1

sup{ , 1}
n

ni
i

b n
=

≥ < ∞∑ . 

Then 

1/

1
/ 0 . .

n
p n

ni i
i

b X n a s→∞

=

⎯⎯⎯→∑  

Corollary 1. Let { , 1}nX n ≥  be a sequence of 

identically ANNA random variables with 2

1
( )

m
q m

∞

=
∑  

< ∞  (or pairwise NQD r.v.’s with * (1) 1φ < ). Assume 

that 1( ) 0E X = , 1( )pE X < ∞  for some (0,2)p ∈  and 

nonrandom coefficient ,n ib  fulfill 
1

sup{ , 1}
n

ni
i

b n
=

≥∑  

< ∞ . Then 

1/

1
/ 0 . .

n
p n

ni i
i

b X n a s→∞

=

⎯⎯⎯→∑  

See Theorem 2 of Chandra and Ghosal [5] and 
Corollary 2.2 of Liang et.al. [9]. 

 
Theorem 3. Let { , 1, , ; 1}nia i n n= ≥  be an array of 

real numbers with 2

1
1

n

ni
i

a
=

=∑  for all 1n ≥  and 

{ , 1}nX n ≥  be a sequence of LIND identically random 

variables such that 
1

1

n

n nj j
j

X a X
−

=
∑  and 

1 1
ij i j

i j n
a X X

≤ < ≤ −
∑  

are NQD for every 1n ≥  with finite p -th ( 2)p ≥  

absolute moment. Then 1/

1
/ 0

n
np

ni i
i

a X n →∞

=

⎯⎯⎯⎯→∑  a.s. 

Proof. Let ( 0)n n nX X I X+ = >  and ( 0)n n nX X I X− =− < . 
Then 

, ,

1/
1/

1 0 0

1/ {
n i n i

n n n
p

ni i ni i ni ip
i a a

a X n a X a X
n

+ −

= > >

= − +∑ ∑ ∑  

, ,

1 2 3 4
0 0

} .
n i n i

n n

ni i ni i n n n n
a a

a X a X T T T T+ −

< <

+ − = + + +∑ ∑  

Hence without the lose generality we can suppose 
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{ ,1 , 1}nia i n n≤ ≤ ≥  is an array of non negative real 
numbers and { ; 1}nX n ≥  is a sequence of non negative 
random variables. The proof follows the same lines as 
the proof of Theorem 3 of Thrum [14]. It is clear that 

2 1/ 2

1
( / )

n
p

n ni i
i

U a X n
=

= =∑ 2 2 2/

1
/

n
p

ni i
i

a X n
=
∑  

 2//
n

p
ni nj i j n n

i j
a a X X n V W

≠

+ = +∑ . 

0n
nW →∞⎯⎯⎯→  a.s. is a result of Lemma 2. Hence it 

suffices to show that 0n
nV →∞⎯⎯⎯→ , a.s. Set 

2 2
i i iY X EX= − , 2 ,ni nib a=  2 4 1/ 2

, , ,
1

/ ( ) ,
n

n i n i n i
i

a a a
=

= ∑  

1, ,i n=  and / 2,p p=  then 

1
1

n

ni
i

b
=

≤∑  and 2

1
1

n

ni
i

a
=

=∑ . Using 

4 1/2 2
, ,

1 1
( ) 1

n n

n i n i
i i

a a
= =

≤ ≤∑ ∑  

for 1/

1
/

n
p

n ni i
i

V b Y n
=

= ∑  and 1/

1
/

n
p

n ni i
i

U a Y n
=

= ∑  we get 

2 1/
10 / p

n nV V EX n≤ = +  and .n nV U≤  If p  belongs 

to the interval [2, 4) , then [1,2) (0, 2)p ∈ ⊆  and 

Lemma 3 can be applied which ensure that nV  and by 
(1) also nV  tend to zero a.s. In the case 1[2 , 2 )k kp +∈  
with a natural number 1k >  the same argument can be 
repeated for nU  and p  with 1[2 , 2 ).k kp −∈  The 
conclusion now follows by induction. 

The following Example is evidence of random 

variables 1 2 3, ,X X X  that 
1

,
1

n

n n j j
j

X a X
−

=
∑  and 

,
1 1

i j i j
i j n

a X X
≤ < ≤ −
∑  are NQD. 

 
Example 1. Let 1 2,X X  and 3X  have joint probability 
distribution as given in the following table 

 
X3  0  1 
X2  0 1  0 1 

X1       
0  0 3/11  1/11 4/11 
1  1/11 2/11  0 0 

Also, assume that 3n =  and 1,ija i j= ≠ . It is easy 

to show that 
1

1

n

n nj j
j

X a X
−

=
∑  and 

1 1
ij i j

i j n
a X X

≤ < ≤ −
∑  are 

NQD. 
In the following, we obtain the almost sure 

convergence for weighted sums ,n i i
i

a X∑ , where 

{ , 1}nX n ≥  is a sequence of pairwise NQD 
stochastically bounded random variables and { }nia  is an 
array of real numbers under some suitable conditions on 

,n ia . 
Theorem 4. Let { , 1}nX n ≥  be a sequence of pairwise 
NQD random variables such that for all 1n ≥  

2

( ) t
n

x

P X x c e dtγ
∞

−≥ ≤ ∫  0γ > ; 

let { ,1 }nja j n≤ ≤  be a triangular array of real numbers 

with 2

1

( ),
n

ni
i

a O n β−

=

=∑ 1.β >  Then 

1
0 .

n
n

ni i
i

a X a s→∞

=

⎯⎯⎯→∑  

Proof. by Cauchy Schwartz's inequality we have 
2

2 2 2

1 1 1 1

( )( ) ( )
n n n n

nj j nj j j
j j j j

a X a X cn Xβ−

= = = =

≤ ≤∑ ∑ ∑ ∑ , 

 Choosing an integer k  such that 12 2k kn− ≤ < , we 
get 

2
2

2
1

1 1

1limsup limsup ( )
(2 )

kn

nj j jk
j j

a X c Xβ−
= =

≤∑ ∑ . 

Therefore 
2

1 2

1 1

2
1 2

1 1 1

((2 ) )

1 (2 ) ( )) (2 )

k

k

k
j

k j

k k
j

k j k

P X

EX c

β

β β

ε

ε

∞
− −

= =

∞ ∞
− − −

= = =

>

≤ ≤ < ∞

∑ ∑

∑ ∑ ∑
 

Now (P4) complete the proof. 
 
Corollary 3. Under the assumptions of Theorem 4 

i) If 1β α> + , and for every 0α > , 

2

1

( ) ( ),
n

j
j

E X O nα

=

=∑  then 

1

0. . .
n

n
ni i

i
a X a s→∞

=

⎯⎯⎯→∑  
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ii) If 1 ,1 , 1nja j n n
n j

= ≤ ≤ ≥
+

 and 2
nj

j
a =∑  

2 2( )O n α − , then for every 3 / 2,α >  

1
0. . .

n
n

ni i
i

a X a s→∞

=

⎯⎯⎯→∑  

 
Theorem 5. Let { , 1}nX n ≥  be a sequence of pairwise 
NQD random variables with 0nEX = , 1n ≥ , that are 
stochastically bounded by ~ (0,1)Z N  and let 
{ ,1 , 1}nja j n n≤ ≤ ≥  be a triangular array of real 
numbers such that 

( 1)
1

( ), 1
n

nj n j
i

a a O n β β−
+

=

− = >∑ . Then 

1

0. . .
n

n
ni i

i
a X a s→∞

=

⎯⎯⎯→∑  

Proof. By extension of Rademacher and Mensov's 
inequality (Chandra and Chatterjee [4]) for any 0,ε >  
we have 

1
1

( max )i n i
n

P n Sβ ε
∞

−
≤ ≤

=

>∑  

         2 2 2

1 1

(log )
n

j
n j

c n n EXβ
∞

−

= =

≤ ∑ ∑  

         2 1 2

1

(log )
n

c n nβ
∞

− +

=

≤ < ∞∑ , 

Also, applying Abel’s summation rule we get 

1 , ,( 1)
1 1 1

max ( )
j jn

ni i i n i n j n j
i i i

a X X a a≤ ≤ +
= = =

≤ −∑ ∑ ∑  

1
1

max ,
j

i n i
i

cn Xβ−
≤ ≤

=

≤ ∑  

Therefore 

1 1

1
1

( )

( max ) ,

n

nj j
n j

j n j
n

P a X

P n Sβ

ε

ε

∞

= =

∞
−

≤ ≤
=

>

≤ > < ∞

∑ ∑

∑
 

This and (P4) imply that 

1

0. . .
n

n
ni i

i

a X a s→∞

=

⎯⎯⎯→∑  
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